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Abstract

Information systems enable users to represent, manipulate, and access data effectively. Currently, the development and availability of extensive knowledge bases receive a lot of attention for supporting a variety of intelligent applications like smart assistants, question answering, and knowledge discovery. But building such knowledge bases generally means breaking down information into manageable pieces (e.g., in the form of triples in RDF) that tend to lose connections and extraction contexts. In contrast, humans typically share and exchange knowledge by interweaving different pieces into narratives that are plausible and easy to grasp. In this position paper, we summarize the main research directions of narratives in computer sciences. Moreover, we propose basic design principles that narrative information systems should consider in practice. In particular, we take a closer look at narrative representations, possible bindings between narratives and real-world data, the context-compatibility of information, and finally a narrative’s plausibility.
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1. Introduction to Narratives

Supporting narratives for knowledge exchange is a new challenge for information systems research, as humans tend to process information easier whenever they are presented as a part of coherent narratives [1]. The term narrative is, however, hard to grasp: Some understand the term narrative synonymously to the concept of a story, in essence referring to a temporally or causally ordered sequence of events. Some specifically distinguish between fictional and non-fictional narratives. Others talk about the intention of a narrative, e.g., to convince others of a particular stance.

Our research is focused on the exchange of knowledge through meaningful patterns, i.e., we understand a narrative as a possible form to share knowledge. In this paper, we focus on the exchange and transfer of knowledge through plausible narratives. Therefore, we first examine how established systems represent knowledge and discuss their limitations. We continue with a brief introduction to narratives in computer science and move forward to our position: Narratives need to be handled as first-class citizens in information systems.

Knowledge Bases. So how do current systems represent knowledge? In contrast to classical relational databases or warehouses for well-structured data, the development of the Resource Description Framework (RDF) within the standardization efforts of the Semantic Web has allowed a structured and simple-to-use representation of (mostly entity-centric) knowledge [2] that is adapted in most of today’s knowledge bases. The central idea is to store knowledge in the form of triples, i.e., subject-predicate-object tuples like (Albert Einstein, was born in, Germany). These triples are often called facts or statements. A collection of such facts is then called a knowledge base. In recent years, extensive knowledge bases have been collected mostly from Web data: The Wikidata [3] project, for example, includes knowledge from many different domains. Wikidata users can either access the knowledge in a browsing fashion or retrieve it using the structured query language SPARQL.

Besides storing knowledge about entities, there are also knowledge bases that capture knowledge about other types of things. In particular, there is an increasing interest in knowledge bases focusing on events, e.g., Knowlywood captures information about activities mined from Hollywood narratives [4], and the EventKG captures all kinds of information about a variety of events [5]. To efficiently build such collections, methods have been proposed to extract events from textual sources, e.g., events from news [6], temporal facts and events [7], or events from Wikipedia [8]. For a good overview on event extraction, see [9].

In brief, the resulting knowledge bases store factual knowledge about entities or events, e.g., an entity’s name, age, and type or some event’s date, location, and participants. Moreover, it also reflects typed relations between pairs of entities and events. So is this knowledge representation sufficient for information systems? From our perspective, knowledge bases indeed effectively represent and allow access to factual knowledge, in the sense of universally valid statements. In strict correspondence to the real world, such statements can consistently co-exist within a knowledge base. But what happens to knowledge that is not universally valid? For instance,
some statements may either reflect subjective opinions or they may be only valid in certain contexts or under certain conditions or even only with a certain probability. The resulting knowledge containing also such facts base might easily become inconsistent or contradictory. Thus, while knowledge bases are effective for factual knowledge, they suffer in representing the connection between statements.

A good overview of the limitation of today’s knowledge bases is given in [10]. Suchanek argues for moving beyond triple-based structures to support negations, dynamic behavior, and beliefs. For example, a certain statement might be accepted by a group of people and rejected by some other group: how to deal with both pieces of information within the same repository? As another example take two individual statements being prerequisite and reason for a third statement: currently this cannot be represented in a knowledge base, at least not with a triple-like structure. Suchanek argues for representing such situations as frames, i.e., scopes that connect knowledge pieces in different ways. In contrast, we argue to reconsider on how humans exchange knowledge: through plausible narratives.

Narratives. Narratives have been studied in computer science for a while. Sequences of events or actions to model human behavior and situation awareness go back to Schank and Abelson [11] in the form of scripts. [12] proposed the representation of narratives as a sequence of events: Narrative schemas have been introduced to represent a set of events and their semantic roles [13] and were collected in a respective schema database [14].

Previous works generally assume an order and relation of events in texts that needs to be mined. Tang et al. proposed neural methods to learn the respective relations between events from text directly [15]. Another approach proposed the mining of so-called plot graphs [16]. In contrast to describing plots as conjunctions of events, such plot graphs also allowed disjunctions between events, optional, and mutually exclusive events. In brief, a plot graph is a template to craft a certain narrative, i.e., the plot graph determines which sequences of events are allowed.

Narrative Applications. Various applications have been proposed to utilize narratives in information systems. Narrative schemas and plot graphs are used for narrative planning, i.e., to write specific stories by computers [17, 18]. Another application is the alignment of narratives and movie scripts, i.e., linking narrative components (e.g., fall in love) to performed actions (e.g., A kisses B) in movies [19].

The digital library project Europeana utilizes narratives to compose events involving artists into timelines [20]. The narratives are then shown to users as overviews of certain artists, i.e., to tell a story about them. The benefits of such a representation have already been studied [21]. Moreover, knowledge bases like Wikidata can be utilized to populate narratives with additional factual information [22].

Finally, Shahaf et al. propose to connect the dots between news articles in so-called metro maps [23].
maps consist of articles as stations and topics as metro lines. Users may then follow a line (topic) across different articles. In addition to news items, Shahaf et al. have demonstrated how scientific articles can be arranged as metro maps of sciences, too [24]. In summary, such Metro maps allow users to understand better the spatial, causal, or temporal structure of available resources. We understand such maps as possible application of narratives aligning similar textual sources in a meaningful way.

2. Narratives and Plausibility

Our main objective is to integrate narratives in information systems to allow a meaningful representation of knowledge. Therefore, we discuss four central design principles that narrative information systems must consider: narrative representation, bindings, context-compatibility, and plausibility.

When is a narrative meaningful? While we agree that meaningfulness is strongly connected to the actual structure of a narrative, our research is focused on the plausibility of narratives. We argue that plausible narratives have a meaning. Consider our example in Fig. 1: The development of the relational model by Edgar Codd was a prerequisite for the implementation of a relational database system by Oracle. Oracle has then turned into a successful tech-company. The narrative is considered plausible because of two reasons: First, all of its parts have evidence in knowledge repositories. Second, the timeframe of the implementation matches the timeframe of Oracle’s stock value increase. With that in mind, we first argue on narrative representations and then continue with key concepts to assess the plausibility of a narrative.

Narrative Representation. We understand a narrative as a structure that describes some progress, e.g., of temporal nature (one event may follow another event), of conditional nature (one event may depend on the other event being observed before), or of causal nature (one event leads to another event). In previous work, we designed narratives as logical overlays on top of knowledge repositories [25]. Here, we summarize what a narrative representation should consider.

Components of a narrative are entities (relevant things of interest, concepts, etc.), events (something which happens, some observed state, a change of some state, etc.) and literals (values). We made the distinction between entities and events to distinguish between rather static things from the real world and dynamic happenings that have a temporal dimension or represent some state or state change.

A narrative then puts these components in relation to each other. Therefore, we distinguish between two different kinds of relationships: factual and narrative relationships. Like knowledge bases, factual relationships describe properties involving entities and literals, e.g., that Edgar Codd developed the relational model. These relationships can be put between entities and literals. We compose the actual progress of a narrative by a set of narrative relationships, e.g., the implementation of a relational database system by Oracle that has since turned into a successful tech-company. In brief, narrative relations feature special, non-factual labels. They can be placed between events or between events and entities, but not between entities. In this way, narrative can represent static knowledge and interweave such facts into dynamic progress (e.g., some causal structure, some temporal flow, etc.).

The last thing a narrative representation must consider is nesting. With nesting, also called recursion or induction, we refer to using narratives inside narratives, e.g., a single narrative leads to another narrative. Nesting supports recursive elements as components, known from spoken languages [26]. In our example, the development of the relational model forms a narrative on its own that is, in turn, the prerequisite for the actual implementation. While we agree that nesting makes the representation more challenging, especially concerning precise semantics, we argue that nesting allows a higher expressiveness of narratives, e.g., the occurrence of narrative a’s events together finally lead to the whole narrative b.

Narrative Bindings. For now, narratives are rather artificial structures. However, the question remains, how can we estimate whether the narrative is plausible? We argue that evidence for a narrative is one way to go: Evidence allows us to estimate if a narrative is grounded by some real-world data. If a structure is based on real-world data, the narrative itself is supported and has thus evidence. Such a grounding leads to a better understanding of whether the narrative is plausible.

The next step for a plausibility assessment is thus to connect narratives with knowledge repositories. In our understanding, a knowledge repository can be any collection of knowledge, be it a collection of articles, a structured database, a data set repository, etc. We call the connection between a narrative’s relationship and a knowledge repository a binding [25]. In other words, the binding binds a certain relationship against real-world data. It gives, in this way, evidence for it. In our example, the development of the relational model by Edgar Codd can be bound against DBLP (a bibliographic database of computer science). The implementation of a relational database by Oracle could be bound against a Wikipedia article. In brief, different knowledge repositories may require different computations of bindings [27]. To give a few examples:
Structured Repositories like databases and knowledge bases usually support structured query languages such as SPARQL, Gremlin, or SQL. Bindings for those knowledge sources may be computed by translating narrative components to respective queries.

Relational Data Sets Tabular data formats comprise a large amount of knowledge. However, the computation of bindings against those data requires a certain amount of knowledge about metadata [28]. A binding must first determine which columns of a table represent a component in a narrative and afterward find a statistical measurement to determine if a narrative’s relationship is supported. In our example, an application of this procedure is the measurement of the success of Oracle against stock values.

Textual Sources Computing bindings for textual sources can roughly be done in two ways: 1. preprocessing of the text into a structured representation (e.g., graphs) [29] or 2. text-based retrieval methods like traditional keyword-based retrieval or textual entailment methods. Especially domains that can be described by controlled vocabularies (e.g., the biomedical domain), benefit from graph representations [29].

Context-Compatibility. Briefly speaking, bindings allow us to find evidence for a narrative. But can we just compute bindings for each relationship separately to ground the whole narrative? While some pieces of information are universally applicable and easy to connect to other pieces, such as the birth date of some person, there may be pieces that are only true within specific semantic settings. For instance, the capital of some country may change over time and thus should only be connected to pieces valid in the same time frame. Thus, when extracting pieces of information from knowledge repositories, it is necessary to consider potential contexts. Contexts are given by constraints on environment variables that describe under which condition a piece of information is valid. 1

Narrative information systems must consider contexts to support a valid information fusion of pieces, i.e., to fuse only pieces that are valid under the same context conditions. In our example, the turning into a successful tech-company should be valid in the same timeframe as the implementation of the actual relational database. We call bindings context-compatible if they bind relationship of narratives against knowledge that is valid under the same context conditions.

The question remains how contexts can be represented: On the one hand, explicit context models allow one to model every single condition explicitly. For example, McCarthy proposed a model based on first-order predicate logic [30]. Temporal-restricted or spatial-restricted statements might be a good example of such explicit models. Suppose each statement is attached with a temporal interval defining the statement’s validity. In that case, a reasoning process could then only consider statements that are valid in the same time interval, e.g., a compatible timeframe as introduced in our running example.

On the other hand, explicitly modeling every condition can be cost-intensive and, in some domains, may be close to impossible. We, therefore, proposed an implicit context model [31]: If statements are used in textual sources, e.g., scientific publications or articles, we assume that these articles should implicitly include the relevant context conditions. We then proposed textual or metadata-based (e.g., authors) metrics to estimate whether two statements are context-compatible, e.g., if the articles, they belong to, are similar enough.

While explicit models allow a controlled fusion, in the sense of correctness, they might be cost-intensive to develop and maintain. Implicit models are cheaper and easier to use. However, they do not guarantee correctness and may lag behind in quality and explainability. For an extensive discussion on contexts, we refer the reader to our previous article on context models [32].

Plausibility. With the basic requirements of narrative structures, bindings, and context-compatibility discussed, we can now define when we call a narrative plausible.

Definition 1. We call a narrative \( n \) plausible, iff the following conditions hold:

1. There exists a set of bindings \( NB \) that bind each relationship of \( n \) against real-world data.
2. This set of bindings \( NB \) must be context-compatible, i.e., there is at least a single context to which all bindings agree (are valid in).

We call the task to find such an answer narrative query processing [32]. The central idea is that if we can bind the whole narrative structure, and all bindings are also context-compatible, then there is decisive evidence that the narrative is plausible – again in the sense of having evidence.

However, although we defined narrative plausibility, there still remain challenges for a practical application. We proposed four major dimensions that influence the overall plausibility of a narrative [33]:

\[^1\]Please note that for the scope of this paper, we are abstracting from the actual truth or correctness of each piece of information, which may rather reflect on the respective repository’s trustworthiness than provide a context in the sense of validity.
Narrative Structure: A slight change of a narrative, e.g., adding, editing, or leaving out some component, can affect the result of a plausibility assessment, i.e., different narratives might end up in different assessments (plausible/not plausible).

Validation Approach: Which knowledge repositories, and especially, which methods are used to compute the bindings? What do the methods guarantee? And thus, what could a user then expect?

Types of Evidence: Are we just looking for direct bindings? What about counter-examples, i.e., statements that contradict a narrative’s relationship?

Confidence of Bindings: Each binding should be connected to confidence, i.e., a score that describes how certain we are that the relationship can be bound against some knowledge repository. Therefore, confidence is related to two properties: the trustworthiness of knowledge repositories and the quality of the binding process (e.g., the confidence of a retrieval or NLP method).

3. Narrative Information Systems

We do not believe there will be a unified narrative model that rules all purposes. Nevertheless, we have seen decisive properties that should be considered. From our perspective, a narrative information system must thus consider:

Narrative Representation that makes a distinction between factual knowledge (e.g., entities and their properties) and dynamic progress (e.g., causation and temporality).

Bindings that connect artificial narrative structures with real-world data and events to give evidence for the narrative.

Context-Compatibility that embeds information pieces into contexts and defines rules when contexts are compatible to support a valid information fusion.

Plausibility of narratives by binding the whole narrative with context-compatible bindings.

So, why should we implement a narrative information system? In contrast to pure knowledge bases, narrative information systems allow us to interweave factual knowledge into plausible patterns. This way, the knowledge is represented in a pattern like humans would exchange their thoughts. Reaching this target then allows a set of useful applications.

Narrative Information Access: Narrative information access allows user to formulate their information need as a narrative. Then query processing takes place to make the narrative plausible, i.e., finding context-compatible bindings that cover the whole narrative. We already demonstrated the benefits of narrative information access to digital libraries in [32, 29].

Linking Data Sets to Narratives. Today, research data management has become more apparent than ever. But connecting published data sets and claims from scientific publications remains challenging. If we could link both, we, on the one hand, could explain what a data set tells, and on the other hand, verify claims of new publications by existing data sets [28].

Narrative Event Aspects. For now, the previous argumentation focused on the exchange of knowledge through narratives. How a narrative, or its events, are perceived by an audience also plays a central role today (think about fake news and social media perception here). Attributions and roles could further extend the narrative representation for richer semantics to better describe these events [34, 35].

4. Conclusions

The design and implementation of narrative information systems promise to support a wide range of novel and exciting applications to support human-centered workflows, e.g., by accessing and explaining knowledge through plausible narratives in the sense of storytelling. Knowledge shared in this way is bound to allow for a better and easier understanding of how a piece of knowledge is placed in the respective domain. And of course, such models could even be extended further, for instance, by adding attributions also to support subjective aspects of knowledge in the sense of opinions, reflect special user intents in how knowledge can or should be used, or express emotional stances towards entities, events, and temporal or causal developments.

In summary, the central argument of this paper is that in order to build effective narrative information systems, we need to treat narratives as first-class citizens within these systems. Arguably there might not be a single model that applies perfectly to all use cases. Nevertheless, there are some key properties and essential problems that every narrative information system needs to consider, such as extraction methods, representational issues, or the possibility and validity of information fusion. This paper opens up the relevant design dimensions and points to some early-stage solutions.
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