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10  The Semantic Web  



ÅFor expert systems and deductive databases we 

have used logics in the form of basic facts and 

simple rules  

ïDatalog/Prolog rules 

ïFuzzy reasoning 

ïé  

ÅIs that enough  to represent all  

real world knowledge?  
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10.1 Knowledge Representation  



ÅKnowledge representation is concerned with how to 

formally think (or at least reasoné) 

ïIt needsé 

ÅA symbol system that represents a domain of discourse 

ÅA formalized reasoning system to allow inference (symbol 

manipulation) 

ïThe representation instance is called a knowledge base  

ÅThere is a vast variety  of suggested symbol sets, 

languages and inference methodsé 

ïWith different expressiveness and different complexity 

ïRule of thumb: the more expressive, the more complex 
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10.1 Knowledge Representation  



ÅThere are several representation frameworks 

that differ in their degree of expressiveness 

ïSimple controlled vocabularies (catalogs, glossaries) 

ïSimple relations between entities (classifications, 

thesauri) 

ïSemantic networks (ontologies, frames) 

ïLogic systems (first order predicate logic, description 

logic) 

ïMultilayered extended semantic networks (MultiNet) 
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ÅBasically every representation abstracts  from 

the real world to the domain of discourse 

ïResults of reasoning processes are then reapplied to 

the real world  
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10.1 Knowledge Representation  
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ÅHumans reason in natural language , but this is 
usually very ambigous 

ïòThe chair was placed on the table. It was broken.ó 

ÅWhat was broken?  

ÅIt is not represented in the sentenceé 

ïòThe dog was placed on the table. It barked.ó 

ÅHere it is clear, but still not represented in the sentence  

ÅAnd anyway, which dog was it? 

ïGood systems need three kinds  
of uniqueness: referential, semantic,  
and functional 
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10.1 Mapping the Real World  



ÅA necessary property of representation systems 

is referential uniqueness  

ïSymbolic representations have to explicitly define 

relations for entity references  

ÅAll ambiguity  with respect to entities must  

be eliminated in the internal representation 

ÅThat means that all individual  

entities get a unique  name 

ïDog-1, Dog-2, Dog-3,é 

ïUnique names are called instances or tokens  
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10.1 Mapping the Real World  

Dog-32663 



ÅòThe chair (Chair-236543) was placed on the 

table (Table-334563232). It (Chair-236543) was 

broken.ó 

ïNow everything is clear and we can follow entities 

through complex storiesé 

ïBut problems arise with the actual uniqueness of 

names in distributed scenarios  

ÅThink about the complex management  needed for DNS 

addresses and IPs in the Internet (IANA, ICANN) 

ÅMoreover, IPs can be changed, reused , etc.  

How about other real world entities? 
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10.1 Mapping the Real World  



ÅThe second property of representation systems is 

semantic uniqueness  

ïAll symbols of internal representation must be unique 

ÅThis means that also word-sense ambiguity has to 

be resolved 

ïProblem of homonyms  

ïMoney on a bank? 

ïTo catch a ballé, to catch a  

thiefé, to catch a coldé? 
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10.1 Mapping the Real World  



ÅSemantic uniqueness is important for using 

generalizing rules  

ïAll things that are caught have been moving  before.  

ïThe ball was thrown, the thief was running, the cold 

wasé?! 

ÅAgain we need to disambiguate 

ïriverbank, bank (the business),é 

ïcatch_object, catch_illness,é  

ïThese simple measures lead to  

controlled vocabularies  
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10.1 Mapping the Real World  



ÅThe third property is functional uniqueness  

ïInternal representations must uniquely express the 

functional roles 

ÅThis includes different sentence structures and 

the problem of synonyms , too 

ïTom catches the ball. The ball is caught by Tom. é 

ÅWho catches what? catcher: Tom ð caught_thing: ball 

ïTom attends the lesson. Tom participates in the lesson, 

Tom took part in the lesson. 

Knowledge-Based Systems and Deductive Databases ς Christoph Lofi ς IfIS ς TU Braunschweig 12 

10.1 Mapping the Real World  



ÅSteps from a simple linguistic sentence to a 

computer-understandable representation   
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10.1 Mapping the Real World  

Tom catches a ball. 

Tom12 catches a ball546. 

Tom12 catch_object ball546. 

catch_object(Tom12, ball546) 

disambiguate  
references 

disambiguate  
word sense 

write as  
predicate 



ÅUsually a single predicate expression is not 
enough to reflect the semantics of a sentence 

ïòTom catches a white football.ó 

Åcatch_object(Tom, football). 

Åinstance(football, ball). 

Åcolor(football, white).  

ïBut with only these predicates we lose  
some structure 
ÅThe functional role  within predicates is  

not clear 

ÅThe information is derived from a single  
sentence and may only be valid here 

ïA football is always a ball, but not always whiteé  
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10.1 Linguistic Sentences  



ÅThe slot assertion notation assigns roles to the 
different arguments of predicates 
ïcatch_object(Tom, football). 

catch_object(Peter, beercan). 
 

ïinstance(X0005, catch_object). 
instance(X0006, catch_object). 
catcher(X0005, Tom). 
catcher(X0006, Peter). 
caught(X0005, football). 
caught(X0006, beercan). 
 

ïThese expressions also express  
functional structure  
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10.1 Linguistic Sentences  
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ÅBut this has also another useful effect we can now 
use reification  on statements 

ï The statement òinstance(X0005, catch_object).ó tells us 
about a certain event now named ôX0005õ  
ÅA (binary) relation  between some person and a football 

ïReifying  a relationship means viewing it as an entity  

ÅThe purpose is to make it explicit, when additional information 
needs to be added to it 

ÅBasically this allows to make statements over statements 

ïConsider the following sentence òPeter believes that Tom 
caught the football.ó 
Åbelieves(Peter, X0005). 
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10.1  Linguistic Sentences  



ÅThe slot and filler notation (frames) now 

combines different slot assertions to provide a 

structured expression 

ïThe resulting expression is object- or event-centered 

Åinstance(X0005, catch_object). 
catcher(X0005, Tom). 
caught(X0005, football). 

ÅIs joined to   

catch_object( X0005, (catcher Tom),(caught football)) 
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10.1 Linguistic Sentences  
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ÅThe notations of frames  with slots and fillers 
was introduced by Marvin Minsky at MIT 

ïBasically frames are objects  without  
methods 

ïThey are embedded in a natural and  
hierarchical inheritance  structure:  
lower frames inherit the current fillers  
from upper framesõ slots 

ïFrames correspond to stereotypes  or prototypes  
in human thinking 

ÅThey describe what is expected of some object 

Knowledge-Based Systems and Deductive Databases ς Christoph Lofi ς IfIS ς TU Braunschweig 18 

10.1 Linguistic Sentences  



ÅCyc tries to use knowledge representation as a 

base of building a real  AI system 

ïStarted in 1984 by Douglas Lenat in Austin, TX 

ïBest funded AI project of all times: $60 Million  

ïFirst developed at the Microelectronics and 

Computer Technology Corporation (MCC), 

founding of Cycorp 
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10.2 The Cyc System  



ÅThe aim is to create a program with enough 

understanding  such that it can learn from 

books  

ïTo do this Cyc needs the common knowledge of a 

student in first grade 

ÅHowever, the world knowledge of children at this age is 

already quite large 

ÅThis is especially true for understanding stories:  

e.g., if somebody stands ôin front of the windowõ,  

he/she is still inside the house 

ÅSeems trivial, but is a lot off work to encodeé 
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10.2 The Cyc System  



ÅFacts and rules are encoded  by humans  

and tested for consistency  by the system 

ïIf facts contradict  each other, humans  

needs to resolve them 

ïAfter 10 years about one million rules had been 

encoded and half of them were used by the system 

ïMany conflicts could not easily be resolved, although a 

small child learns to manage the inconsistencies  

ÅThink about fairy tales: a witch is an evil, old woman,  

but then witches do not existé  
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10.2 The Cyc System  



ÅIt is conjectured by the Cyc team that about 10 

million rules  (called assertions in Cyc) will 

suffice model òintelligence ó 

ÅCurrently, Cyc contain around 200.000 terms , 

and each has several dozens of assertions 

ÅThus, Cyc is what is sometimes called a GOFAI , 

or 'Good Old Fashioned Artificial Intelligenceò 

ïi.e. takes a huge set of common sense 

propositions and generates further propositions via 

inductive and deductive inference 
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10.2 The Cyc System  



ÅCyc introduced CycL  as an representation 
language for knowledge 

ïBased þrst-order logic, syntax similar to LISP 

ÅUsing CycL, the knowledge base is created 

ïKnowledge base contains classiþcation of things 
(starting with the most general category: Thing) 

ïDivided in thousands of ômicrotheoriesõ 

ÅMicrotheories contain a bundle of assertions sharing a set of 
common assumptions 

ÅFocus on either a certain domain, a particular level of detail, 
or time interval, etc 
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10.2 The Cyc System  



ÅGeneral knowledge:  things, intangible things, 
physical objects, individuals, collections, sets, 
relations... 

ïDomain-speciþc knowledge, for example: 

ïPolitical geography: general information (e.g. What is a 
border?) and speciþc information about towns, cities, 
countries and international organizations Human 
anatomy and physiology 

ïChemistry 

ïlots of others - see Cycorp web page 
http://www.cyc.com/  
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10.2 The Cyc System  



ÅWhat does Cyc contain? 
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10.2 The Cyc System  

Individual 
Thing Intangible Thing 

Physical Object 
Time 

Plants& Animals 

Professions & 
Occupations 

Software 

Social Activities 

Earth & Solar 
System 


