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() 12.0The Cloud

12.1 Map & Reduce
12.2 Cloud beyond Storage

12.3 Computing as a Service
I SaaS

4 1 J (/ 'l.‘ 3 . Y5 \\’IA b
Work. Online \Qs “’

% amazon exle ﬁrce
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@ 12.1 Map & Reduce

A Just storing massive amounts of data is often not
enough!

| Often, we also need to process and transform that data
A Large-Scale Data Processing

I Use thousands of worker nodes withincamputation
cluster to process large data batches

ABut dondt want hass' -~ =f =an
A Map & Reduce provides |
I Automatic parallelization & dlstrlbutlor,
| Fault tolerance
I 1/0O scheduling
I Monitoring & status updates
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@ 12.1 Map & Reduce

A Initially, implemented b§oogle for building the
Google search index GOUS[Q

I l.e.crawling the web, building
Inverted wordindex , computingoage rank, etc.

AGeneral framework for parallel high volume data processi

i J. Dean, &hemawat MapReduce: Simplified Data
Processing on Large Clusters 6 SympOperating System Design
and Implementation, San Francisco, L2084

| Also available aSpen Source implementation as
part of Apache Hadoop

Ahttp://hadoop.apache.org/maprediice 4@lnadﬂgﬂ

Mmaplheduce
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http://hadoop.apache.org/mapreduce/

@ 12.1 Map & Reduce

A Base idea

I There is a large number afput data, identified by &ey
Ai.e.input given as kesalue pairs
Ae.g. all web pages of the internet identified by their URL

I A map operation is a simple function which accepts one
Input keyvalue pair
A A map operation runs as a autonomous thread on one single
node of a cluster

I Many map jobs can run in parallel on different input keys

A Returns for asingle input key-value pair aset of
iIntermediate key-value pairs

i map(key, value) 9 Set of intermediate (key, value)

A After map job is finished, the node is free to perform another
map job for the next input keyalue pair

i A central controller distributes map jolt® free nodes
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@ 12.1 Map & Reduce

| After input data is mapped, reduce jobs can start

I reduce(key, values) Is run for eachuniqgue key
emitted by map()

AEach reduce job is also run autonomously on one single
node

I Manyreduce jobscan run in parallel on differemtermediate key
groups

AReduce emits final output of the mapduce operation

AEach reduce job takes all map tuples with a given key as
Input

AGenerate usually one, but possible more output tuples
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12.1 Map & Reduce

A Each reduce is executed orsat of intermediate
map results which have the same key
I To efficiently select that set, the intermediate key

value pairs are usualbhuffled
Ai.e.justsorted and grouped by their respective key

I After shuffling, reduce input data can be selected by
simplerange scan
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12.1 Map & Reduce

A ExampleCounting words in documents

™ reduce(key , values):

/map(key, value): Il key: a word,;
/l key: doc name; /[ values  : list of counts
/[ value :text of doc result = O;
for each wordw in value: for each v in values)
emit (w, 1); result +=v;
< / emit (key , result);
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12.1 Map and Reduce

A ExampleCounting words in documents
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@ 12.1 Map and Reduce

A ImprovementCombiners

I Combiners aramini -reducers that run inrmemory
after the map phase

I Used to group rare map keys into larger groups

Ae.g.word counts: group multiple extremely rare words
under one key (and mar k t I

I Used toreduce network and worker scheduling
overhead
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@ 12.1 Map & Reduce

A Responsibility of the map and reducester
A Often, also called scheduler

I Assign Map and Reduce tasks to workers on nodes

A Usually, map tasks are assigned to worker nodes as a batch ar
not one by one
I Often called asplit, i.e. subset of the whole input data

i Split often implemented by a simple hash function with as many buc
as worker nodes

i Full split data is assigned to worker node which starts a map task fol
each input keyalue pair

I Check for node failure
I Check for task completion
I Route map results to reduce tasks
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@ 12.1 Map & Reduce

A Map and Reduce overview
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@ 12.1 Map and Reduce

A Master is responsible foworker node fault

tolerance

I Handled via reexecution
ADetect failure via periodic heartbeats N il
AReexecute completed + iprogress map task'
AReexecute in progress reduce tasks g SR
ATask completion committed through master

I Robust: lost 1600/1800 machines on&efinished ok

A Master failures are not handled
ifUnl i kely due to redunda
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@ 12.1 Map and Reduce

A Showcase: machine usage durimlp indexing

I Fine granularity tasks: map tasks >> machines
A Minimizes time for fault recovery
A Can pipeline shuffling with map execution
A Better dynamic load balancing

I Showcase uses 200,000 map & 5,000 reduce tasks
I Running on 2,000 machines

Process Tune >

User Program |MapReduce() ..owait ...
Master Assign tasks to worker machines...
Worker 1 Map 1 Map 3

Worker 2 Map 2
Worker 3 Reduce 1
Worker 4 Reduce 2
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@ 12.1 MR - Performance

MapReduce status: MR _Indexer-beta6-large-2003 10 28 00 03

Started: Fri Nov 7 09:51:07 2003 -- up 0 hr 00 min 18 sec

323 workers; 0 deaths Counters
Type |Shards Done Active Input(IM[B) Done(MB) Output(MB) Variahle Minute
Map 13853 0] 323| B78934.6 13144 717.0 Mapped
725
Shufle | 500 0| 323 7170 0.0 0.0 MB/s)
Reduce| 500, 0 0 0.0 0.0 0.0 Shuttle 0.0
(MB/s)
100
Do 0.0
90 (MBfs)
80 doc-
T 70 indest-hits 145825686
% docs-
"g_' 60 imndexed 506631
: 50 dups-in-
§ 40 index- 0
E 30 merge
20 -
operator- 508192
10 calls
0 -—
s ﬁedme shord & s & operator- 506631
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@ 12.1 MR - Performance

Started: Fri Nov 7 09:51:07 2003 -- up 0 hr 05 min 07 sec
1707 workers; 1 deaths

MapReduce status: MR _Indexer-beta6-large-2003 10 28 00 03

Type |Shards Done Active |Input{MB) Done(MB) | Output(MB)
Map 13853| 1857| 1707| 878934.6| 1919958 113936.6
Shuffle 500 0| 500| 113936.6| 571137 571137
Reduce| 500 0 0 571137 0.0 0.0

100
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Counters
Variable Minute
Mapped
(MB/s) 699.1
Shuffle
QMESs) 3495
Output
0.0

(MB/s)
doc-
indexhits 5004411944
docs-
indesed 17290135
dups-in-
index- 0
merge
Im'-
operator-| 17331371
calls
tm_

‘|operator-| 17290135
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@ 12.1 MR - Performance

MapReduce status: MR _Indexer-beta6-large-2003 10 28 00 03

Started: Fri Nov 7 09:51:07 2003 -- up 0 hr 10 run 18 sec

1707 workers; 1 deaths Counters
Type |Shards|Done|Active|Input(IMB)|Done(MB)|Output(VB) Variable Minute
Map 13853| 5354| 1707| 878934.6| 406020.1 241058.2 Mapped
Shuffle 500 0| 500| 241058.2| 196362.5 196362.5 (MB/s)

Reduce| 500, 0| 0| 1963625 0.0 0.0 Shuffle 371.9
feduce (MB/s)

100 Qutput
QMB/s)
doc-
Rt
docs-
mndexed
dups-in-
index- 0
merge

5000364228

17300709

Percent Conpleted

-
operator-| 17342493
calls

Im-
“loperator-| 17300709

uts

Reduce Shard
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@ 12.1 MR - Performance

MapReduce status: MR_Indexer-beta6-large-2003 10 28 00 03

Started: Fri Now 7 09:51:07 2003 --up 0 hr 15 mun 31 sec

1707 workers; 1 deaths Counters
Type Shards Done Active |Input{(MB) | Done(MB) | Output(MB) Variable Minute
Map | 13853/ 8841| 1707| 878934.6| 621608.5| 369459.8 Mapped 06 5
Shuffle | 500| 0| 500 369459.8| 326986.8| 326986.8 (MB/s)
Reduce| 500/ 0 0| 3269868 0.0 0.0 Shuffle 419.2
MB/s)
100
Output 0.0
a0 (MB/s)
doc- 14982870667
2 mdex-hits
b docs-
”g o g | 17229926
S dups-in-
§ mdex- 0
E merge
Im_
operator-| 17272056
calls
2 g 2 g g g |mr-
- :educe Shord @ = “loperator-| 17229926
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@ 12.1 MR - Performance
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