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@ 2.1 Physical Storage Introduction

A DBMS needs to retrieve, update and process
persistently stored data

| Storage consideration Is an important factor in
nlanning a database system (physical layer)

I Remember: The data has to be securely stored,
nut access to the data should be declarative!
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2.1 Physical Storage Introduction

A Data is stored on a storage media. Media
highly differ in terms of

I Random Access Speed
I Random/ Sequential Read/Write speed
| Capacity

I Cost per Capacity
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@ 2.1 Relevant Media Characteristics

A Capacity: Quantifies the amount of data @
which can be stored

I Base Units: 1 Bit, 1 Byte = 23 Bit = 8 Bit
| Capacity units according to IEC, IEEE, NIST, etc.

A Usually used for file sizes and primary storage (for higher
degree of confusion, someti mes

A1 KiB = 10241 Byte; 1 MiB = 10242Byte ; 1 GiB = 10243By t e ;

| Capacity units according to Sl:
A Usually used for advertising secondary/tertiary storage
A 1 KB = 1000! Byte & 0.976 KiB; 1 MB = 10002 Byte a 0.954 MiB;
1 GB = 10003 Byte 4 0.931 GiB; ¢é
I Especially used by the networking community:

A1 Kb =1000! Bit=0.125 KB 4 0.122 KiB:
1 Mb = 10002 Bit=0.125 MB 4 0.119 MiB
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2.1 A Kilo-Joke

THERE'S BEEN A LOT OF CONFUSION OVER (024 vs |000,
KBYTE vs KBIT, ANDTHE CAPTAUIZATION FOR EACH.

HERE, AT LAST, 1S A SINGLE, DEFINITIVE STANDARD:

SYMROL| NAME SIZE NOTES
1024 BYTESer| 1000 BYTES DURING LEAP
k3 | Kiosvie 1000 BYTES | YEARS, 1024 OTHERWISE
KELLY-BOOTLE. COMPROMISE. BETWEEN
KB canDrRD UNIT| "% BYTES | 1000 AD 1024 BYTES
] IMAGINARY _ USED IN QUANTUM

KiB kiLogyre |02 BYTES| compuriNG

kb INTEL 1023.93752% | CALCOLATED ON
KILOBYTE BYTES | PENTIUM FRU.

Kb DRIVEMAKERS | CURRENTLY [SHRINKS BY 4 BYTES EACH YEAR
KILOBYTE 908 BYTES | FOR MARKETING REASONS
BAKERS 9 BIT5 TO THE BYTE SINCE

KB“ KILOBYTE 1152 BYTES YOU'RE SUCH A GOOD CUSTOMER

http://xkcd.com/
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2.1 Characteristic Parameters

A Random Access Time: Average time to
access a random piece of data at a known
media position
I Usually measured in ms or ns
I Within some media, access time can vary

depending on position (e.g. hard disks)

A Transfer Rate: Average amount consecutive
of data which can be transferred per time unit
fUsually measured I n KB/
I Sometimes also in Kb/sec, Mb/sec, Gb/sec
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@ 2.1 Other characteristics

A Volatile: Memory needs constant power to keep data

I Dynamic: Dynamic volatile memory needs to be
Arefreshedo regularly to ke

| Static: No refresh necessary

A Access Modes

I Random Access: Any piece of data can be accessed in
approximately the same time

I Sequential Access: Data can only be accessed in
sequential order

A Write Mode
I Mutable Storage: Can be read and written arbitrarily

I Write Once Read Many (WORM)
A Interesting for legal issues C Sarbanes-Oxley Act (2002)
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() 2.1 Online, Nearline, Offline

A Online media
i Aal ways onf
I Each single piece of data can be accessed fast
I e.g. hard drives, main memory

A Nearline media
I Compromise between online and offline
i Of fl i ne media can aut omat I}
I e.g.juke boxes, robot libraries

A Offline media (disconnected media)
I Not under direct control of processing unit
I Have to be connected manually
I e.g. box of backup tapes in basement &

——

ARCHIVE BOx |

. . . e . R\—\
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@ 2.1 The Storage Hierarchy

A Media characteristics result in a storage
hierarchy

A DBMS optimize data distribution among the
storage levels
I Primary Storage: Fast, limited capacity, high price,
usually volatile electronic storage
A Frequently used data / current work data

I Secondary Storage: Slower, large capacity, lower
price
A Main stored data
I Tertiary Storage: Even slower, huge capacity, even
lower price, usually offline
A Backup and long term storage of not frequently used data
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@ 2.1 The Storage Hierarchy

Primary
Cache, RA
~100 ns

Secondary

Cost
paads

Flash, Magnetic Disk

~10 ms

Optical Disks, Tape

>1s
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@ 2.1 Storage Media i Examples

Type | Media Size Random Transfer| Characteristics Price | Price/GB
Acc. Speec Speed

L1-Processor Cache 32KiB  0.0008 ms 6200 MB/sec Vol, Stat,
(Intel QX9000) RA,OL

Pri DDR3Ram 2GiB 0.004 ms 8000MB/sec Vol, Dyn Ra, €200 €93
(Corsairl600C7DHX) oL

Sec HarddriveSSD 64 GB 0.1 ms 95 MB/sec Stat, RA, Ol €1050 €16
(MTRON SSD MOBI64)

Sec HarddriveMagnetic 1000 GB 12ms 80 MB/sec Stat, RA, Ol €200 € 0.20
(Seagate ST3100034As)

Ter DVD+R 4.7GB 98 ms 11 MB/sec Stat, RA, OF €0.60Disk €0.12
(Sony DRB10A+FujDisk$ WORM

Ter LTO Streamer 800 GB 58 sec 120 MB/sec Stat, SA, OF  €80Tape € 0.10
(FreecomLTQ920i)

Pr= Primary, Sec=Secondarg)=Tertiary
VoEVolatile, Stat=Stati®@yrn=Dynamic, RA=Random Access, SA=Sequential Access
OL=0nline, OF=0ffline, WORM=Write Once Read Many

Last updated March 2008
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2.2 Magnetic Disk Storage 1 HDs

A Hard drives are currently the standard for

large, cheap and persistent storage

I Usually used as the main storage
media for most data in a DB

A DBMS need to be optimized for
efficient disk storage and access
| Data access needs to be as fast as possible

I Often used data should be accessible with highest
speed, rarely needed data may take longer

I Different data items needed for certain reoccurring
tasks should also be stored/accessed together
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@ 2.2HD 1 How does it work?

A Directionally magnetization of a ferromagnetic material

A Realized on hard disk platters
I Base platter made of non-magnetic aluminum or glass substrate

I Magnetic grains worked into base platter to form magnetic regions
A Each region represents 1 Bit

I Read head can detect
magnetization direction of

eaCh reg|on Magn;tic Field lines
.- . read head {1 | o strong field and field reversal
I Write head may change near boundary
direction )

il St e

) ) grain
magnetic region

R = reverse
State: R R ,_N_ o N = nao reverse

Binary Value Encoded: 1 1]

Relational Database Systemsg @/olf-TiloBalkec Institut fiir Informationssysteme TUBraunschweig 14



2.2 HD T Notable Technology
~Advances

A Giant MagnetoResistance Effect (GMR)

I Discovered 1988 simultaneously by Peter Griinberg and
Albert Fert
A Both honored with the 2007 Nobel Prize in Physics

I Allows the construction of efficient read heads:

A The electric resistance of an alternating ferro- and non-magnetic
material giantally changes within changing directed magnetic
fields

A
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2.2 HD T Notable Technology

_Advances

A Perpendicular Recording (used since 2005)
I Longitudal Recording limited to ~200 Gb/inch? due to

superparamagnetic effect

A Thermal energy may spontaneously change magnetic direction
i Perpendicular recording allows for up to 1000 Gb/inch?

I Very simplified: Align
magnetic field orthogonal
to surface instead of
parallel

A Magnetic regions can be
smaller

"Ring" writing elerment

/

e
%—

*monopole” writing element

Perpendicular recording
I00DINNESRON DR DIH ot DR 0uHne
=
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2.2 HD T Notable Technology
~Advances

A Usage of magnetic grains instead of continuous
magnetlc material

Between magnetic direction transitions, Neel Spikes are
formed

A Areas of unsure magnetic direction
Neel Spikes are larger for continuous materials

Magnetic regions can be smaller as the transition width
can be reduced

Meel Spikes Grains

o S
— Transition Width HTransutinn Width
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@ 2.2 HD T Basic Architecture

A A hard disk is made up of multiple double-sided platters

I Platter sides are called surfaces

I Platters are fixed on main spindle and rotate at equal and constant
speed (common: 5400 rpm / 7200 rpm)

I Each surf ac eread and writdh@ad o wn
I Heads are attached to arms

A Arms can position heads —Main spindle
along the surface — Head 0
A Heads cannot move inde-
pendently
I Heads have no contact Armor head 1

to surface and hover on
top of an air bearing

— Head stack
assembly

Tracking/alignment head

EN 13.2 Relational Database Systemsg @/olf-Tilo Balkeg Institut fiir Informationssysteme TU Braunschweig 18



2.2 HD T Basic Architecture

A Each surface is divided into circular tracks
I Some disks may use spirals

A All tracks of all surfaces with the same
diameter are called cylinder

| Data within the same cylinder can be accessed
very efficiently

—Track 0

Track 1023 — — Spindle

EN 13.2
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2.2 HD T Basic Architecture

A Each track is subdivided into sectors of equal
capacity
a) Fixed angle sector subdivision

A Same number of sectors per track, changing density,
constant speed

b) Fixed data density
A Outer tracks have more sectors than inner tracks

ATransfer speed higher on
outer tracks

A Adjacent sectors can be
grouped into clusters

EN 13.2
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() 2.2 HD - Reliability

A Hard drives are not completely reliable!
I Drives do fall

I Means for physical failure recovery are necessary
ABackups
ARedundancy

A Hard drives age and wear down.
Wear significantly increases by:
I Contact cycles (head parking)

I Spindle start-stop

I Power-on hours S

i Operation outside ideal environment*<s»
A Temperature too low/high
A Unstable voltage
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() 2.2 HD - Reliability Detq,,.

A Reliability measures are statistical values

assuming certain usage patterns

A Desktop usage (all per year): 2 400 hours, 10 000 motor
start/stops, 25°C temperature

A Server usage (all per year): 8 760 hours, 250 motor
start/stops, 40°C temperature

I Non-Recoverable read errors: A sector on the
surface cannot be read anymore 1 the data is lost
ALD_esktop disk: 1 per 10 read bits, Server: 1 per 10*° read
its
A Disk can detect this!
I Maximum contact cycles: Maximum number of
allowed head contacts (parking)
A Usually around 50 000 cycles
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(@) 2.2 HD - Reliability Det,,.

I Mean Time Between Failure (MTBF): Statistically
anticipated time for a large disk population failing
to 50%

A Drive manufactures usually use optimistic simulations
to guess the MTBF

ADesktop: 0.7 million hours (80 years), Server: 1.2
million hours (137 years) T Manufacturers values

I Annualized Failure Rate (AFR): Probability of a
fallure per year based on MTBF
AAFR = OperatingHoursPerYear / MTBF, ..«
ADesktop: 0.34%, Server: 0.73%
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2.2 HD - Reliability Detq,,.

A Failure rate during a hard disks lifespan is not
constant

ACan be better mDbathtlledueed by
having 3 components
I Infant Mortality Rate
I Wear Out Failures
I Random Fallures
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