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@ 9.0 Basic Chord

A Remember the Chord DHT

I Hash Function for hashing data and nodes alike

I Each node isesponsible for address arc between
itself and the previous node

successor(7F1 successor(1) 6

9EI YLX S 1Seé

successor(6¥7

° Identifier
@ Node

X | Data Iltem w. id
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@ 9.0 Basic Chord

I A new nodetakes over some responsibility from
an older nodes
Ai.e. keyvalue pairs arenoved to the newnode -
ifEach kkovd& $0 me if(
2-predecessors of 7— @, %
other nodes Responsible arc of 7 \?

N
Data ¢y &
L 4

AF_lnger table Wltfj ||:1c:_r_efasmgly_ e o
distant nodes fon | | & routing Fingersof7 s

i Finger distance based on address spad®™"9 %" &%
ASuccessor list of the next'Qnodes

In ring for supporting stabilization
I Independent from address space distance

\
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@ 9.0 Basic Chord

I Stabilize function continuously fixes broken finger table
and successor list entries
A Links to left / unreachable / failed nodes will be repaired
ADHT routing will beresilient to failures

I But: Basic Chord does not offer ardata durability

A Direct Storage:

I Stored data and tuples are
lost when a node is fails!

A Indirect Storage

I Usessoft states to ensure timely
updates of indirect links

i Data is lost if data providing
node fails!

A This lecture: How can we
iIntroduce data durability to Chord?
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@ 9.0 Basic Chord

A More issues with basichord

I Hash functiorevenly distributes keys
and nodes across the address space
A Basic idea of hashing: even load distribution to the buckets

I But: often, this will not result in a load balanced system

A User queries are usually not evenly distributed

| OHottopics 0 alomgTal 6; 1 .e. data every
nearly nobody wants

A Also, even using a good hash function will not result in equal lo
distribution for nodes

i Balancing necessary

A Also this lectureLoad Balancing for DHTs
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() 9.1 Basic Chord Durability

A For archiving durability in Chordeplication is
needed
I Simple Replication Strategies
AJust keep multiple copies
A Create new copies if a copy is lost

I Load Balancing Replication
AKeep multiple copies
AKeep more copies of popular or high demand data
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() 9.1 Basic Chord Durability

A Multiple Copies usin§uccessor List

| Store data at responsible node
AAdditionallyreplicate data to the'Qnext other nodes

| After a node falilsstabilize will repair routing

A After routing is repaired, replicate to the next successor/s
until data is again replicated @additional nodes

tore
e e

< I I () I I >
€ &H)\« replicate €
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() 9.1 Basic Chord Durability

A Advantages

| After a node failure, its successor has the data already store:
A System function is not interrupted

A Disadvantages

i Node storesQintervals
A More data load
A Data localization more fuzzy

I After breakdown of a node
A Find new successor
A Replicate data to next successor
I Message overhead during repair
I Stabilizgunction has to check every successist

A Find inconsistent links
I More message overhead
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() 9.1 Basic Chord Durability

A Multiples nodes per interval

! Rec?ponsibility of an address arc is fully shared by at @ast
nodes

I New nodes arriving will be assigned to an arc
A New node obtains a copy of all arc data
A Responsibility is only split'®is significantly exceeded
i egg Q )
I New arc segment will hav€responsible nodes
A New link structure :links to other nodes in same interval
I New nodes are announced to all other nodes in interval
A Also possible: pass new node on to the next interval if already full

1 4 6 9

¢ @, @, @ @, &
< Lol o2l ]l = |

O O
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() 9.1 Basic Chord Durability

A Data Insertion
I Replicate data to all other nodes in arc

A Failure

I No copy of data needed

| Data are already stored within sanmgerval

i If arc is critically low, borrow nodes from neighbor arcs
A Use stabilization procedure to correct fingers

I As in original Chord




() 9.1 Basic Chord Durability

A Advantages

A Disadvantages

I Less number of intervals as In
original Chord

~allure: usually, no additional copying of data neede
Rebuild intervals with neighbors only if critical

Requests can be answered Byifferent nodes
AQuery load balancing possible

A Solution:Virtual Servers
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@ 9.2 Load Balancing

A Load balancing goal:

I Query and/or storage load should be distributed
equally over all DHT nodes

A Common assumption

I DHTs are naturally loadbalanced
A Storage load balancing due to good hash function
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9.2 Load Balancing

A Assumptionl:uniform key distribution
I Keys are generated uniformly by hash function

A Assumptiorn2:equal data distribution
I Uniform keys will result in uniform data
I Data is thus uniformly distributed

A Assumption3:equal query distribution
I Uniform keys will result in uniforngueries
I Each node has thus a similar query load

A But is this assumption justifiable?
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9.2 Load Balancing

Optimal distribution of

A Analysis of distribution of documents across nodes
data using simulation -

A Example

I Parameters
A 4,096 nodes
A 500,000 documents ..
0 200 400 600 800 1000 1200

I Optlmum Documents per node
A ~122 documents per node

I Some items are highly replicated diwepopularity

A % No optimal distribution in Chord without load
balancing

Number of nodes
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9.2 Load Balancing

200

A Number of nodes without
storing any document

I Parameters
A 4,096 nodes

A 100,000 to 1,000,000
documents 0

N
(@)
o

100 r

(&)
o

Number of nodes w/o load

0 200k 400k 600k 800k 1000k
Number of documents in the DHT

I Some nodes without any load

A Why is the load unbalanced?

A We need load balancing to keep the complexity
of DHT management low
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@ 9.2 Load Balancing

A Definitions
I DHT with 0 nodes
I Optimally Balanced:

AlLoad of each node is aroundof the total load

I A node isoverloaded (or heavy)

ANode has a significantly higher Iommpared
to the optimal distribution ofoad

I Else the node igght
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@ 9.2 Load Balancing

A Load Balancing Algorithms

I Problem
A Significant difference in the load of nodes
A There are several techniques to ensure an equal data
distribution T
I Power of Two Choices
A (Byers et. al, 2003)

I Virtual Servers
A (Raoet. al, 2003)

I Thermal -Dissipation -based Approach
A (Riecheet. al, 2004)

| Simple Address -Space and Item Balancing
A (Kargeret. al, 2004)

i &
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@ 9.2 Load Balancing

A Algorithms

I Power of Two Choices (Byers et. al, 2003)

AJohn Byers, Jeffr&§onsidine and MichaeMitzenmacher
oSimple Load Balancing for Distributed Hash Tabled i
Second International Workshop on Pe&r-Peer Systems
(IPTPS), Berkeley, CA, USA, 2003

I Virtual ServersRaoet. al, 2003)
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@ 9.3 Power of Two Choices

A Power of Two Choices
I One hash function fonodes
AQ
I Multiple hash functions fatata
A" QRQRQ "Q
I Two options
AData is stored at one node only

AData is stored at one node &
other nodes store a pointer

Distributed Data ManagemetWolf-Tilo Balked Christoph Lofid IfiIS& TU Braunschweig
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@ 9.3 Power of Two Choices

A Inserting Data x
I Results of all hash functions are calculated
AQ owohQ ohQ o hQ w
I Contact allQresponsible nodes
A Data is stored on the node with the lowest load

I Alternative: other nodes store pointer
I The owner of the item has to insert the document periodicall
A Prevent removal of data after a timeouwstoft state )

/O\
JO 000 d

© O O O
O O
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@ 9.3 Power of Two Choices

A Retrieving

I Without pointers
AResults of all hash functions are calculated
ARequest all of the possible nodes in parallel
AOne node will answer
I With pointers
ARequest only one of the possible nodes.
ANode can forward the request directly to the final node

Jo0o000d

© O O O
O O
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@ 9.3 Power of Two Choices

A Advantages
I Simple

A Disadvantages
I Message overhead for inserting data
I With pointers

A Additional administration of pointers lead to even more
load

I Without pointers
AMessage overhead for every search
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@ 9.4 Virtual Servers

A Algorithms

I Power of Two Choices (Byers et. al, 2003)

I Virtual Servers ( Rao et. al, 2003)

A AnanthRag Karthik Lakshminarayang®onesHurana
Richard Karp, and loB8toicadLoad Balancing in
Structured P2P System8@  i"dmnt.\Vi@orkkshop on Peer
to-Peer Systems (IPTPS), Berkeley, CA, 2863
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@ 9.4 Virtual Servers

A Virtual Server
I Eachnode Is responsible for several intervals

Ai.e. acts as multiple nodes
All @ virtual servers

A"Virtual server" e —
Chord Ring \I
— i ’ -
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@ 9.4 Virtual Servers

A Each node is responsible for several intervals

I Load balancing Is achieved bgreating or
transferring virtual servers

AVirtual servers take over responsibility for an arc and obtz
copies of data

Alf a node is too heavy, it can transfer the virtual server to
another node

i Different possibilities tahange /
servers

AOne-to-one Chord Ring
AOne-to-many

AManyto-many \
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@ 9.4 Virtual Servers

A Rules for transferring a virtual server

" Transfer fromheavy node to light node

The transfer of an virtual server should not make the
receiving node not heavy

A Receiving node should have enough capacity

The transferred virtual server is thigghtest virtual
server that makes the heavy node light

A Transfer as much as needed, but not more
If no single virtual server can make the node light, just
transfer the heaviest one

AIn a second iteration, another virtual server can be transferred
another node
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@ 9.4 Virtual Servers

A Scheme: On¢o-One
I Light node picks a random ID
I Contacts the node x responsible for it
I Accepts load if x Is heavy

H @ »
A L

G
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@ 9.4 Virtual Servers

A Scheme: Ond¢o-Many
I Light nodes report their load information tdirectories

I Heavy nodeéOrequest information on light nodes from
directory

A "Ocontacts the light node which can accept the excess load directly

@@}g DD Hy

Light nodes Directories Heavy nodes
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@ 9.4 Virtual Servers

A Many-to -Many
I Heavy and light nodes rendezvous with directory

I Directories periodically compute the transfer schedule
and report it back to the nodes

A Nodes just follow directory plan

®@ H

Light nodes Directories Heavy nodes
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@ 9.4 Virtual Servers

A Virtual Servers

I Advantages
AEasy shifting of load
I Whole Virtual Servers are shifted
I Disadvantages

Alncreased administrative and messages overhead
I Maintenance of all Fing&ables

AMuch load is shifted
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@ 9.4 Virtual Servers

A Simulation

I Scenario

A 4,096 nodes

A 100,000 to 1,000,000 documents
I Chord

AM = 22 bits

A Consequently, 222 = 4,194,304 nodes and documents
I Hash function

A Shal (mod 2m)

Arandom
I Analysis

A Up to 25 runs per test
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9.4 Virtual Servers

Without load balancing Power of 2 Choices Virtual servers

‘2500 ' ' ' ‘ ' ‘1000
% 2000 r . 8 800 -
EJ_ 1500 F 1 ;;_ 600 | i
E 1000 I I ' % 400 + ‘ 1
é 500 - 1 é 200 + 1
Ol[l 0.11][””
0 200k 400k 600k 800k 1000k 0 200k 400k 600k 800k 1000k
Number of documents Number of documents
+ Simple .
np + Simple + No nodes w/o load
+ Original :
5 Bad load balancin + Lower load d Higher max. load than
J d Nodes w/o load Power of Two Choices

Distributed Data ManagemetWolf-Tilo Balked Christoph Lofi6 IfiS6 TU Braunschweig 33



