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Knowledge -Based Systems 

and Deductive Databases  



ÅMore implementation and optimization 

techniques 

ïDesign Space 

ïDelta Iteration 

ïLogical Rewriting 

ïMagic Sets 
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8   Datalog  Optimization  



ÅDatalog  can be converted to Relational 

Algebra and vice versa 

ïThis allows to merge  Datalog-style reasoning 

techniques with relational databases 

Åe.g. Datalog on RDBs, Recursive SQL, etc. 

ïThe elementary production rule (and thus the 

fixpoint iteration) has been implemented with 

relational algebra in the last lecture 
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7.0 Datalog to RelAlg  



ÅIn addition to bottom -up approaches (like fix-

point iteration), there are also top -down 

evaluation schemes for Datalog 

ïIdea: Start with query and try to construct a proof 

tree down to the facts 

ïSimple Bottom Up approach: Construct all possible 

search trees by their depth  

ÅSearch tree : Parameterized proof tree  

ïSearch tree can be transformed to a proof tree by providing a valid 

substitution 
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7.0 Datalog to RelAlg  



ïSearch tree are constructed by backwards -chaining  

of rules 

ïProblem:  When to stop ? 

ÅA naïve solution: Compute the theoretical maximal chain 

length and use as limit 

ïOutlook for today: Optimization techniques  

ÅEvaluation optimization 

ÅQuery rewriting 
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7.0 Datalog to RelAlg  



ÅThe computation algorithms introduced in 

the previous weeks were all far from optimal 

ïUsually, a lot of unnecessary deductions were 

performed 

ïWasted work 

ïTermination problems, etcé 

ÅThus, this week we will focus on  

optimization methods  
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7.1 Query Optimization  



ÅOptimization and evaluation methods can  

be classified along several criterions  

ïSearch technique 

ïFormalism 

ïObjective 

ïTraversal Order 

ïApproach 

ïStructure 
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7.1 Query Optimization  



ÅSearch Technique : 

ïBottom -Up  
ÅStart with extensional database and use forward - 

chaining of rules to generate new facts 

ÅResult is subset of all generated facts 

ÅSet oriented -approach ᴼ Very well-suited for  
databases 

ïTop -Down  

ÅStart with queries and either construct a proof tree or a 
refutation proof by backward -chaining  of rules 

ÅResult is generated tuple -by-tuple  ᴼ More suited for complex 
languages, but less desirable for use within a database 
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7.1 Query Optimization  



ÅFurthermore, there are two possible (non-exclusive) 

formalisms  for query optimization 

ïLogical : A Datalog program is treated as logical rules  

ÅThe predicates in the rules are connected to the query 

predicate   

ÅSome of the variables may already be bound  by the query 

ïAlgebraic : The rules in a Datalog program can be 

translated into algebraic expressions  

ÅThus, the IDB corresponds to a system of algebraic 

equations  

ÅTransformations like in normal database query optimization 

may apply 
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7.1 Query Optimization  



ÅOptimizations can address different objectives  

ïProgram Rewriting:  

ÅGiven a specific evaluation algorithm, the Datalog program 

 is rewritten into a semantically equivalent program õ  

ÅHowever, the new program  can be executed much faster 

than  using the same evaluation method 

ïEvaluation Optimization:  

ÅImprove the process of evaluation itself, i.e. program stays as 

it is but the evaluation algorithm is improved 

ÅCan be combined with program rewriting for even 

increased effect 
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7.1 Query Optimization  



ÅOptimizations can focus on different  
traversal -orders  

ïDepth -First  

ÅOrder of the literals in the body of a rule may affect performance 

ïe.g. consider top-down evaluation with search trees for  
P(X,Y):-P(X,Z), Q(Z,Y)  vs.   P(X,Y) :- Q(Z,Y), P(X,Z)  

ïIn more general cases (e.g. Prolog), may even affect decidability 

ÅIt may be possible to quickly produce the first answer 

ïBreadth -First  

ÅWhole right hand-side of rules is evaluated at the same time 

ÅSearch trees grow more balanced 

ÅDue to the restrictions in Datalog, this becomes a set-oriented 
operation and is thus very suitable for DBõs 
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7.1 Query Optimization  



ÅWhen optimizing, two approaches  are possible 

ïSyntactic :  just focus on the syntax of rules 

ÅEasier and thus more popular than semantics 

Åe.g.  restrict variables based on the goal structure or use 

special evaluation if all rules are linear, etc.  

ïSemantic:  utilize external knowledge during 

evaluation 

ÅE.g., integrity constraints 

ÅExternal constraints: òLufthansa flights arrive at Terminal 1ó   

Query: òWhere does the flight LH1243 arrive?ó 
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7.1 Query Optimization  



ÅSummary  of optimization classification with 

their (not necessarily exclusive) alternatives 
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7.1 Query Optimization  

Criterion Alternatives 

Search technique bottom-up top-down 

Formalism logic relational algebra 

Objective rewriting pure evaluation 

Traversal order depth-first breadth-first 

Approach syntactic semantic 

Structure rule structure goal structure 



ÅNot all combinations are feasible or sensible 

ïWe will focus on following combinations 
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7.1 Query Optimization  

BOTTOM-UP TOP-DOWN 

Evaluation Methods Naïve (Jacobi, Gauss-Seidel) 
Semi-naïve (Delta Iteration) 
Henschen-Naqvi  

Naïve Top-Down with 
Search trees 

Query-Subquery 

Logic Algebraic 

Rewriting Methods Magic Sets 
Counting 
Static Filtering 

Variable reduction 
Constant reduction 



ÅOptimization techniques may be combined  

ïThus, mixed execution of rewriting and evaluation 

techniques based on logical and algebraic optimization 

is possible 

ÅStart with logic program L  
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7.1 Query Optimization  

L   

L Ω  

Result 

Logical  
Rewriting 

Logical  
Evaluation 

L   

A   

Result 

Algebraic  
Transformation 

Algebraic 
Evaluation 

A Ω  
Algebraic 
Rewriting 

L   

A Ω  

Result 
Algebraic 

Evaluation 

A ΩΩ  
Algebraic 
Rewriting 

L Ω  

Logical  
Rewriting 

Algebraic  
Transformation 
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7.1 Query Optimization  

Datalog  
program 

  

Datalog  
program 

 Ω 

Logical  
query evaluation methods 

Algebraic  
query evaluation methods 

Query result 

  Logical  
rewriting 

Relational  
algebra 

equations 

Relational 
algebra 

equations 

Algebraic  
rewriting 

Transformation into  
 Relational Algebra 



ÅEvaluation methods actually compute the result of 

an (optimized or un-optimized) program   

 

 

 

ïBetter evaluation methods skip unnecessary 

evaluation steps and/or terminate earlier 
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7.2. Evaluation Methods  

BOTTOM-UP TOP-DOWN 

Evaluation Method Naïve (Jacobi, Gauss-Seidel) 
Semi-naïve (Delta Iteration) 
Henschen-Naqvi  

Naïve Top-Down with 
Search trees 

Query-Subquery 



ÅDatalog programs can easily be evaluated in a 
bottom -up fashion, but this should also be 
efficient  

ïThe naïve algorithm derives everything that is 
possible from the facts  

ïBut naïvely answering  queries  
wastes valuable worké 

ïFor dealing with recursion we  
have to evaluate fixpoints   

ÅFor stratified Datalogf,neg  
programs we apply the fixpoint  
algorithms to every stratum 
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7.2 Bottom -Up Evaluation  



ÅBottom -up evaluation techniques are usually 

based on the fixpoint iteration  

ÅRemember: Fixpoint iteration itself is a general  

concept  within all fields of mathematics 

ïStart with an empty initial solution X0 

ïCompute a new Xn+1  from a given Xn by using a 

production rule  

ÅXn+1  := T(Xn+1 ) 

ïAs soon as Xn+1= Xn, the algorithm stops 

ÅFixpoint reached  
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7.2 Bottom -Up Evaluation  



ÅUp to now we have stated the elementary 
production rule declaratively 
ïT  : I m  " ᶰ Bfl |  t there exists a ground instance              

B :- A1, A2ȟ ȣȟ !n of a program clause such  
              that {A1, A2ȟ ȣȟ !n  Ṗ ) 

ÅHowever, we need an operative implementation  

ïThe set I i+1 is computed from I i as follows: 

ÅEnumerate  all ground instances GI 
ïEach ground instance is given by some substitution (out of a finite set) 

ÅIterate over the ground instances,  i.e. try all different 
substitutions  

ïFor each B :- A1, A2ȟ ȣȟ !n ᶰ '), if {A1, A2ȟ ȣȟ !n  Ṗ )i,  add B to I i+1  
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7.2 Bottom -Up Evaluation  



a) Full Enumeration: Consecutively generate and 

test all instances by enumeration 

Å Loop over all rules 

ï Apply each possible substitution on each rule 
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7.2 Bottom -Up Evaluation  

Constant symbols : {1,2,3} 
Rules: {p(X,Y) :- e(X,Y).   p(X,Y) :- e(X,Z), p(Z,Y).} 
Enumeration of instances : 
Rule 1:  

p(1,1) :- e(1,1).  p(1,2) :- e(1,2).  p(1,3) :- e(1,3).  
p(2,1) :- e(2,1).  p(2,2) :- e(2,2).  p(2,2) :- e(2,2). 
p(3,1) :- e(3,1).  p(3,2) :- e(3,2).  p(3,2) :- e(3,2). 
Rule 2:  

p(1,1) :- e(1,1), p(1,1). p(1,1) :- Å ρȟς ȟ Ð ςȟρ Ȣ  ȣ 
p(1,2) :- e(1,1), p(1,2). p(1,2) :- Å ρȟς ȟ Ð ςȟς Ȣ  ȣ 
ȣ 


