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9 Expert Systems  



ÅExpert Systems  have been the main application 

of A.I. in the early 80ties 

ÅIdea: Create a system which can draw 

conclusions  and thus support people in difficult 

decisions 

ïSimulate a human expert  

ïExtract knowledge of experts and just cheaply  

copy it to all places you might need it 
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9.1 Expert Systems  



ÅExpert Systems were supposed to be  

especially useful in 

ïMedical diagnosis  

Åéused to be a failure 

ÅCurrently, has its come-back in specialized areas 

ïProduction and machine failure diagnosis  

ÅWorks quite well 

ïFinancial services  

ÅWidely used 
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9.1 Expert Systems  



ÅUsually, three user groups are involved when 
maintaining and using an expert system 

ïEnd Users :  The group that actually uses the system for 
problem solving assistance 

Åe.g.  young and/or general doctors, field users deploying complex 
machinery, é 

ïDomain Experts :  Are those experts whose knowledge 
is to be òextractedó 

Åe.g. highly-skilled specialist doctors, engineers of complex 
machinery, ...  

ïKnowledge Engineers :  Assist the domain experts in 
representing knowledge in a formally usable form, e.g. 
representing it as rules 
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9.1 Expert Systems  



9.1 Expert Systems  

ÅCommon architecture  of an expert system 

ïUser Interface : Usually based on a question-response dialog 

ïInference Engine: Tries to deduce an answer based on the 
knowledge base and the problem data 

ïExplanation System: Explains to the user why a certain 
answer was given or question asked 

ïKnowledge Base: Set of rules and base facts 

ïProblem Data: Facts provided for a specific problem via user 
interface 
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ÅBuilding  an expert system has several steps 

ïBuilding up the knowledgebase needs the extraction 
of knowledge in the form of rules and beliefs from 
domain experts 

ÅFor complex domains it is almost impossible 

ïDeciding for a suitable reasoning technique  

ÅThis part is usually well-understood 

ïDesigning an explanation facility  

ÅAutomatically generating sensible explanations or even 
arguments for derived facts is a major problem 

ÅOften only the proof tree is returnedé 
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9.1 Expert Systems  



ÅThe actual way of performing deduction  in 

expert systems may differ 

ïOftenProlog /Datalog -based logic programming 

engines build the core  

ïHeuristic  approaches, like MYCIN 

ïFuzzy approaches 

ïCase-based reasoning 
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9.1 Expert Systems  



ÅMYCIN  

ïDeveloped 1970 at Stanford University, USA 

ïMedical expert system for treating infections  

ÅDiagnosis of infection types and recommended antibiotics 

(antibiotics names usually end with ~mycin) 

ïAround 600 rules (also supporting uncertainty ) 

ïMYCIN was treated as a success by the project teamé 

ÅExperiments showed good results, especially with rare infections 

ïé but was never used in practice 

ÅToo clumsy 

ÅTechnological constraints 
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9.2 MYCIN  



ÅDesign considerations  

ïUncertain reasoning is necessary  

ÅThere is no complete and doubt-free data in medicine 

ïHowever, most known approaches for uncertain 

reasoning had some severe drawbacks 

ÅNo real distinction between doubt , lack of knowledge  

and absence of belief  

ÅAs seen in last lecture:  You very often end up with 

confidence intervals of [0, 1], i.e. deductions are useless  

ÅA lot of additional facts or rules are necessary to 

reliably use uncertain reasoning 
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9.2 MYCIN  



ÅMYCIN pioneered the idea of certainty factors 

for uncertain deduction 

ïCertainty factors: the relative change of belief in 

some hypothesis facing a given observation 

ïMYCIN is a heuristic  system 

ÅRules provides by experts are heuristic rules (i.e. are usually 

correct, but not always) 

ÅAlso, there are additional heuristics involved by making 

certain assumptions (like the underlying model or 

independence of observations) 

Knowledge-Based Systems and Deductive Databases ς Wolf-Tilo Balke - Christoph Lofi ς IfIS ς TU Braunschweig 11 

9.2 MYCIN  



ÅMYCIN example rule 

 

 

ïI.e. the expert stating this rule would strongly 

strengthen his/her belief in streptococcus when given 

the observations 1-3 
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9.2 MYCIN  

If the organism 1) stains grampos 2) has coccus shape 3) grows in chains 
then there is a suggestive evidence of 0.7 that it is streptococcus 



ÅMYCIN example 
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9.2 MYCIN  

 
--------PATIENT-1-------- 
1) Patient's name: FRED SMITH 
2) Sex: MALE 
3) Age: 55 
4) Have you been able to obtain positive cultures from a site at which Fred Smith has an infection? 
YES 
--------INFECTION-1-------- 
 5) What is the infection? PRIMARY-BACTEREMIA  
 6) Please give the date when signs of INFECTION-1 appeared. 5/5/75 
 The most recent positive culture associated with the primary bacteremia will be referred to as: 
 --------CULTURE-1-------- 
  7) From what site was the specimen for CULTURE-1 taken? BLOOD 
  8) Please give the date when this culture was obtained. 5/9/75 
  The first significant organism from this blood culture will be called: 
  --------ORGANISM-1-------- 
   9) Enter the identity of ORGANISM-1. UNKNOWN 
   10) Is ORGANISM-1 a rod or coccus (etc.)? ROD 
   11) The gram stain of ORGANISM-1: GRAMNEG 

 



ÅThe certainty factor model   is further based 

on measures of belief  and disbelief  

ïCertainty factor can be computed by combining 

belief and disbelief measures 

ïBoth are treated individually , i.e. increasing belief 

does not decrease disbelief automatically 
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9.2 MYCIN  



ÅThe informal definitions of disbelief and belief  

are as follows 

ïMeasure of belief for hypothesis h given the 

observation E  

ÅMB(h|E) = x  means Ȱ)Î ÔÈÅ ÌÉÇÈÔ ÏÆ ÅÖÉÄÅÎÃÅ Eȟ ÏÎÅȭÓ 
belief  that h is true increases by xȱ 

ïMeasure of disbelief for hypothesis h given the 

observation E  

ÅMD(h|E) = x means Ȱ)Î ÔÈÅ ÌÉÇÈÔ ÏÆ ÅÖÉÄÅÎÃÅ Eȟ ÏÎÅȭÓ 
disbelief  that h is true increases by xȱ 

ïBelief and disbelief are normalized to [0,1] 
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9.2 MYCIN  



ÅExamples: 

ïMB(canFly(x)| isBird(x))=0.8  

ÅòKnowing that x is a bird, my belief  that x can fly increases 

strongly by 0.8ó 

ïMD(canFly(x)| isBiggerThan(x, 2.00m))=0.9 

ÅòKnowing that x is bigger than 2.00m, my disbelief  that x 

can fly increases strongly by 0.9ó 

ïMD(canFly(x)| isBird(x))=0.1  

ÅòKnowing that x is a bird, my disbelief  that x can fly 

increases by 0.1ó 

ïCould be a chicken, or penguin, or whatever 
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9.2 MYCIN  



ÅThe certainty factor is finally the difference of 

belief and disbelief for a given pair hypotheses and 

observation 

ïCF(h|E) := MB(h|E) - MD(h|E) 

ïThus, certainty factors are within [-1, 1] 

ïA certainty factor describes the change of belief 

when a given fact/observation is known 

ÅIt is thus a relative measurement  

combining belief and disbelief 
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9.2 Certainty Factors  



ïA positive certainty factor means that after 

learning a fact, my belief into something increases 

ÅThe fact òconfirmsó the hypotheses 

ÅFor negative certainty, the disbelief increases  

ïIf only certainty factors are used for knowledge 

modeling, one can extract the according belief  and 

disbelief  values directly  

ÅThis approach is used in MYCIN 
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9.2 Certainty Factors  
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ÅAlso note that CF(h|E)+CF(¬ h|E ρ 

ïThey are not probabilities! i.e. known equality 

P(h|E)+P(¬ h|E)=1  does not hold for certainty 

factors  

ÅThis actually means 

ïIf some evidence supports an hypothesis, this does 

not mean  that the negation is supported in the 

inverse manner 

ÅE.g. , no reliable statements regarding the negation  
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9.2 Certainty Factors  



ÅHow are belief factors and certainty factors 

related to probability ? 

ïWe will need a formalization in order to derive valid 

rules for combination  and chaining  of rules 

ïFor understanding and modeling knowledge and rules,  

the informal definition is usually used 

ÅI.e. the quantified change of belief  when a given fact/ 

observation is discovered 

ÅAssumption: The formal model matches 

the intended semantics of the informal 

definition 
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9.2 Certainty Factors  


