ifis
Institut fir Informationssysteme
Technische Universitat Braunschweig

Multimedia Databases

Wolf-Tilo Balke

SilviuHomoceanu

Institut fur Informationssysteme
TechnischaJniversitatBraunschweig
http://www.ifis.cs.ttbs.de



@ 2. Previous Lecture S@@EEE@@;

A Color spaces
i RGB, CYMK, HSV

A Extracting colorfeatures
I Average color, color histogram, quantization

A Matching

I Comparison of histogrambJinkowskidistance,
Quadratic distancdvlahalanobislistance

1

I Color Layout - e
A Today:Textures //ﬂl\\ ?
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@ 3 Texture -Based Image Retrieval

3

exture-Based Image Retrieval
3.1 Textures, basics

3.2 LowlLevel Features

- Tamura Measure
- Probabilistic: Random Field Model

3.3 HighLevel Features
- FourierTransform
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3.1 Texture Analysis

A Textures describe the naturef typical recurrent
patterns in pictures

A Importantfor the descriptionof images
I Type of representatiorfrasterimage, etc.)
I Imageobjects
ANatural things: grass, gravel, etc.
A Artificial things: stone walls, wallpaper, etc.
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@ 3.1 Example

A Various ordered and random textures
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3.1 Texture Research

A Texture segmentation

I Find areas of the image (decomposition) with
homogeneous textures

A Texture classification
I Describe and denote homogeneous textures in imag
regions
A (Texture synthesis)

I Create textures for increased realism in images
(texture mapping, etc.)
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@ 3.1 Texture Segmentation

A Find image regions with a certain texture
A Here: wine grap¢i* Z

A Scene
Decomposition
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3.1 Texture Segmentation

A Color and texture are related
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A Texture decomposition often provides no
meaningful (semantically related) areas
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3.1 Texture Classification

A Denote the (segmented) regions with a
predominant texture
i Medical images: tomography, etc.
| Satellite images: ice, water, etc.
I ...
A Describe the corresponding texture with

appropriate features, suitable for comparisons ir
similarity search queries
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3.1 Texture Classification

A Classification can be semantic
| Textures represent objects in the real world
i Strongly dependent on the application

A Or based on purely descriptive characteristics

I Usually it has no direct significance for people

I Ensures comparability between different image
collections

I Query-by-Example
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@ 3.1 Texture Classification

A Example: Satellite image (semantically)
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3.1 Texture Features

A How to describe textures for similarity measure:

A Low-level features

I Basic building blocks (e .dules@lextons, Tamura
measure, etc.

A Highlevel features
I GabokFilters, FouriefTransformation, etc.

Multimedia Databaseg Wolf-TiloBalkeg Institut fir Informationssysteme, TUBraunschweig 12



@ 3.1 Texture Features

h textures?

IS

INgul

A How do people dist

.w.rwﬂq.\. P T

B
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@ 3.1 Texture Features

A (Rao/ Lohse 1993) give three main criteria:

I Repetition
I Orientation
I Complexity

A Is this measurable?
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@ 3.2 Low-Level Texture Features

A 60s and 70s: Grelevel analysis
I Grey value histograms provide information on pixel
Intensity

I Allows comparison using expected value,
standard deviation, etc.

I Similar patterns produce similar distributions of grey
values
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@ 3.2 Low-Level Texture Features

A Moments of the first order, do not consider the
position of the pixel

A Periodicity poorly detectable
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@ 3.2 Low-Level Texture Features

A Solution: Greylevel ceoccurrence
I Pixel at positiors has intensityg: I(s) = q
I (Julesz1961): Calculate the empirical

probability distribution for the intensity change of the
value m at pixel shift, with d pixels the right:

P(I(s)=q und I(s+d)=m)
I (Julesz1975): Generalization to
shifts in any direction. As twdimensional

distribution function (for every fluse the
Grey -level co -occurrence matrix
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@ 3.2 Low-Level Texture Features

A Grey-level ceooccurrence matrix:

I Consider all pixel pairs«(, y,), (X, Y,) with Euclidean
distanced

I Point X, Y;) has grey valug
Point (x,,Y,) has grey valug
Lyv{ 1, é, N}

I We can now definegz, = [c4(l, ])] as greylevel
co-occurrence matrix, whereg(i, J)is the number of

pixel pairs, which have distande&nd intensity
| respectivelyj
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3.2 Low-Level Texture Features

A Complicated to calculate,
(N x N) - matrix for different distanced

A Many measures were derived from the
greylevel ceoccurrence matrices

A Thesis of Julesz (Julesand others, 1973):
People can not distinguish textures, if they have
identical greyievel caoccurrence matrices

A Perception psychologynfortunately wrong
But useful as a rule of thumhlylesz1981)
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3.2 The Tamura Measure

A The Tamura -measure (Tamura and others, 1978)

A Image textures are evaluated along six different
dimensions

I Granularity (coarseness): gravel vs. sand

I Contrast: cleaicut shapes, shadows

I Directionality: predominant directions

I LinelLikeness

| Regularity

I Roughness

A The last three properties are rarely seen and appe:
to be correlated to the others

Multimedia Databaseg Wolf-TiloBalkeg Institut fir Informationssysteme, TUBraunschweig 20



@ 3.2 Granularity

A Granularity (coarseness)

I Image resolution: e.qg., aerial photographs from
different heights
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3.2 Granularity Extraction

A Examine the neighborhood of each pixel for
brightness changes

| Lay over each pixel, a window of size
2'x 2'(e.g.,1x1to32x32inIBM's QBIC)

I Determine for each and each pixel, the average gra
level in the corresponding window
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3.2 Granularity Extraction

A Computel = maxih, i) for each pixel
i G isthe difference of means of gray levels belongin
to the left and right horizontally adjacent windows (c
size 2x 2
I UYanalogous, between the vertically adjacent windo
A Determine for each pixel, the maximum window
size 2x 2, whose; has the maximum difference
(or which lies within a certain tolerance from the
maximum ofl)
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3.2 Granularity Extraction

A The granularity of the entire image, is the mean
the maximum window sizes of all pixels

A A histogram which maps the number of pixels
corresponding to each window can be used
Instead of the mean

A This allows for better comparison between
iImages with different granularities
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3.2 Granularity Extraction

A Problem: image selections, whose granularity
needs to be determined,
may be too small to calculate meaningful avera
In large operator windowsmall image
sections would therefore always havamall
granularity

A Estimation of maximurd; from the smaller
values Equitz/ Niblack 1994)
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3.2 Contrast

A Contrast evaluates the clarity of an image
A Sharpness of the color transitions
A Exposure, shadows

Low Contrast High Contrast

Multimedia Databaseg Wolf-TiloBalkeg Institut fir Informationssysteme, TUBraunschweig 26



@ 3.2 Contrast

A Extraction of the contrast values

I Consider higher moments of the
distribution of graylevel histogram

i The contrast isK.=0 /{c,

I Where U is the standard deviation of the image
collection andU, is the kurtosise, = (u, /o)
ande, as the fourth central moment

I Uni- and btmodal distributions can be differentiated
through the use of the kurtosis
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@ 3.2 Directionality

A Directionality

A Senses predominant directions of elements in tl
iImag

,; I - 2

Highly directional
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@ 3.2 Directionality Extraction

A Directionality

I Determines the strength (magnitude) and direction
(angle) of the gradient in each pixel eSmbeledge
detector (IBM's QBICL6 directions)
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3.2 Directionality Extraction

A Create histograms, which assic
for each angle the number of
pixels with gradients above a F 0 ¢
certain threshold -

A A dominant direction in the image is
represented by @eak In the histogram

A If the measure is rotation invariant, then do not
use the angle, but the number and amplitude of
such peaks for the calculation of the average
directionality
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3.2 Matching using the Tamura -measure

AThe first three amur
SO we can implement similarity between two
textures x andy as their distance in a 3D space:

(G -G) (K.,-K,) (D,-D,)
3 + - + -

dfm'mr‘e (‘T-" ,,1"'*) - 2 2
O-G O K O D
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3.2 Example

APattern (fur) on

HERMELIN
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@ 3.2 Stochastic models

A RandoraField Models
I Observation: Textures are repeategberiodically

I Generating textures (synthesis) requires stochastic
models
A Ability to predict the brightness of a pixel in a image samr
A Probability that a pixel has a certain brightness value

I A good model creates different, but still very similar
textures
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3.2 Random-Field Models

A The same trick can be used for the texture
description and matching

A Which model (parameter) generates the
presented textures the best?

A Assuming a model has created all the textures |
the collection, theparameters of the model
serve as comparability features for each image
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@ 3.2 Example

A Modelx generated textures:

I Given a pixel and its surroundings:
What is the expected intensity value?

I Obviously different, therefore modelhas different
parameters for the following images

|

T

b g P
striate Irregular

|

= P
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3.2 Approach

A Animage is described by a matfix 3
(values in the matrix correspond to pixel intensities)

A Model:

I Matrix Fis a random variable

I The distribution of clas&is known, but the parameters of the
distribution are not

A Question:

I We have an image and we assume that it is an implementati
of E What are the parameters for the corresponding
distribution of F? (Maximum likelihood estimation)

A ldea: describe the observed image by the estimated
parameters

A Fis called aandom field

Multimedia Databases Wolf-Tilo Balkec Institut fiir Informationssysteme TUBraunschweig 36



3.2 Locality Property of Textures

A What is the expected intensity of a pixel
dependent from?

A For "sufficiently regular” textures the following
locality statement is valid:

alf the neighbo
and rightare white and the
up and down neighbors are

[] black, then the pixel covered
by the red square is with a
high probabil it
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