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9.  Business Intelligence  



ÅWhat is Business Intelligence (BI)? 

ïThe process, technologies and tools needed to turn 

data  into information , information into knowledge 

and knowledge into plans that drive profitable 

business action 

ïBI comprises data warehousing, business analytic tools, 

and content/knowledge management 
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9.1  BI Overview  



ÅTypical BI applications are 

ïCustomer segmentation 

ïPropensity to buy (customer disposition to buy) 

ïCustomer profitability 

ïFraud detection 

ïCustomer attrition (loss of customers) 

ïChannel optimization (connecting with the customer) 
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9.1  BI Overview  



ÅCustomer segmentation  

ïWhat market segments do my customers  fall into,  

and what are their characteristics? 

ïPersonalize customer relationships  

for higher customer satisfaction  

and retention 
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9.1  BI Overview  



ÅPropensity to buy  

ïWhich customers are most likely to respond to my 

promotion? 

ïTarget the right customers  

ÅIncrease campaign profitability by focusing  

on the customers most  

likely to buy 
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9.1  BI Overview  



ÅCustomer profitability  

ïWhat is the lifetime profitability of my customer? 

ïMake individual  business interaction decisions  

based on the overall profitability of customers  
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9.1  BI Overview  



ÅFraud detection  

ïHow can I tell which transactions are likely to be 

fraudulent? 

ÅIf your wife has just proposed to  

increase your life insurance policy,  

you should probably order pizza  

for a while 

ïQuickly determine fraud and  

take immediate action to  

minimize damage 
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9.1  BI Overview  



ÅCustomer attrition  

ïWhich customer is at risk of leaving? 

ïPrevent loss of high-value customers 

and let go of lower-value customers 

ÅChannel optimization  

ïWhat is the best channel to reach  

my customer in each segment? 

ïInteract with customers based on their preference 

and your need to manage cost 
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9.1  BI Overview  



ÅAutomated decision tools  

ïRule-based systems that provide a solution usually in 

one functional area to a specific repetitive 

management problem in one industry 

ÅE.g., automated loan approval , intelligent price setting 

ÅBusiness performance management (BPM) 

ïA framework for defining, implementing and managing 

an enterpriseõs business strategy by linking objectives  

with factual measures - key performance 

indicators  
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9.1  BI Overview  



ÅDashboards 

ïProvide a comprehensive visual view of corporate 

performance measures , trends, and exceptions 

from multiple 

business areas 

ÅAllows executives 

to see hot spots  

in seconds and 

explore the 

situation 
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9.1  BI Overview  



 

ÅWhat is data mining  

(knowledge discovery in 

databases)? 

ïExtraction of interesting  

(non-trivial, implicit, 

previously unknown and potentially useful) 

information  or patterns from data in large databases 
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9.2  Data Mining  



ÅMarket analysis  

ïTargeted marketing/ Customer profiling 

ÅFind clusters of òmodeló customers who  

share the same characteristics: interest, income level, 

spending habits, etc. 

ïDetermine customer purchasing patterns over time 

ïCross-market analysis 

ÅAssociations/co-relations between product sales 

ÅPrediction based on the association of information 

ïé 
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9.2  Applications  



ÅCorporate analysis and risk management  

ïFinance planning and asset evaluation 

ÅCash flow analysis and prediction  

ÅTrend analysis , time series, etc. 

ïResource planning 

ÅSummarize  and compare the resources 
and spending 

ïCompetition 

ÅMonitor  competitors and market directions  

ÅGroup  customers into classes and a class-based pricing 
procedure 

ÅSet pricing strategy in a highly competitive market 
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9.2  Applications  



ÅArchitecture  of DM systems 
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9.2  Data Mining  

Data  

Warehouse 

ETL  Filtering  

Database or data 
warehouse server 

Data mining engine 

Pattern evaluation 

Graphical user interface 

Knowledge-base 

Databases 



ÅAssociation  (correlation and causality) 

ïMulti-dimensional vs. single-dimensional association  

ïage(X, ò20..29ó) , income(X, ò20..29Kó)  buys(X, òPCó)  
[support = 2%, confidence = 60%] 

ïcontains(T, òcomputeró)  contains(x, òsoftwareó) [1%, 75%] 

ÅClassification and Prediction  

ïFinding models (functions) that describe and distinguish classes  
or concepts for future predictions 

ïPresentation: decision-tree, classification rule, neural network 

ïPrediction: predict some unknown or missing numerical values 
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9.2  Data Mining Techniques  



ÅCluster analysis  

ïClass label is unknown: group data to form new 
classes, e.g., advertising based on client groups 

ïClustering based on the principle: maximizing the 
intra-class similarity and minimizing the interclass 
similarity 

ÅOutlier analysis  

ïOutlier: a data object that does not comply with the 
general behavior of the data 

ïCan be considered as noise or exception, but is quite 
useful in fraud detection, rare events analysis 
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9.2  Data Mining Techniques  



ÅAssociation rule mining has the objective of 

finding all co-occurrence relationships (called 

associations), among data items 

ïClassical application: market basket data analysis, 

which aims to discover how items are purchased by 

customers in a supermarket 

ÅE.g., Cheese  Wine [support  = 10%, confidence  = 80%] 

meaning that 10% of the customers buy cheese and wine 

together,  and 80% of customers buying cheese also buy 

wine 
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9.3  Association Rule Mining  



ÅBasic concepts of association rules 

ïLet I = {i 1, i2ȟ ȣȟ im} be a set of items. 

Let T = {t 1, t2ȟ ȣȟ tn} be a set of 

transactions where each transaction t i is 

a set of items such that t i Ṗ I. 

 

ïAn association rule is an implication of the form: 

 8  9ȟ where 8 Ṓ )ȟ 9 Ṓ ) and 8 Ẕ 9  ᶮ 
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9.3  Association Rule Mining  



ÅAssociation rule mining market  
basket  analysis example  

ïI ð set of all items  sold in a store 

ÅE.g., i1 = Beef, i2 = Chicken,  i3 = Cheese, é 

ïT ð set of transactions  

ÅThe content of a customers basket  

ÅE.g.,  t1: Beef, Chicken, Milk; t2: Beef, Cheese; t3: Cheese, 
Wine; t4: é 

ïAn association rule might be 

Å Beef, Chicken  Milk, where {Beef, Chicken} is X and 
{Milk} is Y 
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9.3  Association Rule Mining  



ÅRules can be weak or strong  

ïThe strength of a rule is measured by its 

support  and confidence  

ïThe support of a rule X  9, is the percentage of 

transactions in T that contains X and Y 

ÅCan be seen as an estimate of the probability 0Ò 8ȟ9  Ṗ t i) 

ÅWith n as number of transactions in T the support of the 

rule 8  9 is: 
         support = |{ i ȿ 8ȟ 9  Ṗ t i}| / n  
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9.3  Association Rule Mining  



ïThe confidence of a rule X  9, is the percentage of 

transactions in T containing X, that contain 8 ᷾ 9 

ÅCan be seen as estimate of the probability 0Ò 9 Ṗ t i ȿ8 Ṗ t i) 
  
   confidence = |{ i ȿ 8ȟ 9  Ṗ t i ȿ Ⱦ ȿ Ê ȿ 8 Ṗ t j}|  
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9.3  Association Rule Mining  



ÅHow do we interpret support and confidence? 

ïIf support is too low,  the rule may just occur due to 
chance 

ÅActing on a rule with low  support may not be profitable 
since it covers too few cases 

ïIf confidence is too low,  we cannot reliably predict Y 
from X 

ÅObjective of mining association rules is to 
discover all associated rules in T that have 
support and confidence greater than a minimum 
threshold (minsup, minconf)! 
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9.3  Association Rule Mining  



ÅFinding rules based on support and confidence 

thresholds 

ïLet minsup = 30% and 

minconf = 80% 

ïChicken, Clothes  Milk  

is valid, [sup = 3/7 

(42.84%), conf = 3/3 

(100%)] 

ïClothes  Milk, Chicken is also valid,  

and there are moreé 
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9.3  Association Rule Mining  

Transactions 

T1 Beef, Chicken, Milk 

T2 Beef, Cheese 

T3 Cheese, Boots 

T4 Beef, Chicken, Cheese 

T5 Beef, Chicken, Clothes, Cheese, Milk 

T6 Clothes, Chicken, Milk 

T7 Chicken, Milk, Clothes 



ÅThis is rather a simplistic view of shopping 

baskets  

ïSome important information is not considered e.g. the 

quantity of each item purchased, the price paid,é 

ÅThere are a large number of rule mining 

algorithms 

ïThey use different strategies and data structures 

ïTheir resulting sets of rules are all the same 
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9.3  Association Rule Mining  



ÅApproaches in association rule mining 

ïApriori  algorithm 

ïMining with multiple minimum supports  

ïMining class association rules 

ÅThe best known mining algorithm is the Apriori  

algorithm  

ïStep 1: find all frequent itemsets   

(set of items with support Ó minsup) 

ïStep 2: use frequent itemsets to generate rules  
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9.3  Association Rule Mining  



ÅStep 1: frequent itemset generation 

ïThe key is the apriori  property (downward closure 

property):  any subset of a frequent itemset  is 

also a frequent itemset  

ÅE.g., for minsup = 30% 
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9.3  Apriori  Algorithm: Step 1  

Transactions 

T1 Beef, Chicken, Milk 

T2 Beef, Cheese 

T3 Cheese, Boots 

T4 Beef, Chicken, Cheese 

T5 Beef, Chicken, Clothes, Cheese, Milk 

T6 Clothes, Chicken, Milk 

T7 Chicken, Milk, Clothes 

Chicken, Clothes, Milk 

Chicken, Clothes Chicken, Milk Clothes, Milk 

Chicken Clothes  Milk 



ÅFinding frequent items 

ïFind all 1-item frequent itemsets; then all 2-item 

frequent itemsets, etc. 

ïIn each iteration k, only consider itemsets that contain 

a k-1 frequent itemset 

ïOptimization: the algorithm assumes that items are 

sorted in lexicographic order  

ÅThe order is used throughout the algorithm in each itemset 

Å{w[1], w[2], é, w[k]} represents a k-itemset w consisting of 

items w[1], w[2], é, w[k], where w[1] < w[2] < é < w[k] 

according to the lexicographic order 
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9.3  Apriori  Algorithm: Step 1  



ïInitial step  

ÅFind frequent itemsets of size 1: F1 

ïGeneralization, k  2 

ÅCk = candidates of size k: those itemsets of size k that 

could be frequent , given Fk-1 

ÅFk = those itemsets that are actually frequent , Fk Ṗ Ck 

(need to scan the database once) 
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9.3  Finding frequent items  



ïGeneralization of candidates uses Fk-1 as input 

and returns a superset (candidates) of the set of all 

frequent k-itemsets. It has two steps: 

ÅJoin step: generate all possible candidate itemsets Ck of 

length k, e.g., Ik = join(Ak-1, Bk-1)  Ak-1= {i1, i2, é, ik-2, ik-1} 

and Bk-1= {i1, i2, é, ik-2, iõk-1} and ik-1< iõk-1; Then Ik = {i1, i2, é, 

ik-2, ik-1, iõk-1}  

ÅPrune step : remove those candidates in Ck that do not 

respect the downward closure property  (include òk-1ó 

non-frequent subsets) 
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9.3  Apriori  Algorithm: Step 1  



ïGeneralization e.g., F3 = {{1, 2,  3}, {1,  2,  4}, {1,  3,  4}, 

{1,  3,  5}, {2,  3,  4}} 

ÅTry joining each 2 candidates from F3 

DW & DM ς Wolf-Tilo Balke ς Institut für Informationssysteme ς TU Braunschweig 31 

9.3  Apriori  Algorithm: Step 1  

{1, 2, 4} 

{2, 3, 4} 

{1, 3, 4} 

{1, 3, 5} 

{1, 3, 5} {2, 3, 4} 

{1, 2, 3} 

{2, 3, 4} 

{1, 2, 4} 

{1, 3, 4} 

{1, 3, 5} 

{1, 2, 3, 4} 

{1, 3, 4} 

{2, 3, 4} 

{1, 3, 5} {1, 3, 4, 5} 


