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A Association Rule Mining

I Apriori algorithm, support, confidence, downward
closure property

IfMul ti pl e mini mum siutpepmd
problem

I Headitem problem
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@ 10. Data Mining

10. Data Mining

10.1 Mining Sequence Patterns
10.2 Mining Tim&eries Data
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@ 10.1 Mining Sequence Patterns

A Sequential pattern mining

I Mining of frequently occurring ordered events or
subseqguences as patterns

I Examples
A Customers who buy o#line helicopter models from

Conrad receive amail promotions C‘JNMD

I Regarding batteries Voller Ideen
I Then after a while regarding rotor wings, since most of them will
b re ak EP HELIKOPTER FIRE FLT“E RTF NIMH AA MIGNON AKKUS 1800MAH (8)7 ET-HECKROTORBLATT (205225)
REILY mﬂ-‘-‘?} | ] B RE3LY

Artikel-Abbildung
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@ 10.1 Mining Sequence Patterns

A Sequential pattern mining
I Applications
A Customer retention, targeted marketing
AGoing from disasters (e.g. earthquakes, wars) to market

p red I Ctl O n = Elack Monday*
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%5 JFK Kent State National
E assassinated
" Cuban
Eﬁ - missile " yietnam
- crisls build-up
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=
&
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&
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I I I | I | I 1 I I
19680 1965 1970 1975 1980 Y‘IQSE 1990 1985 2000 2005
ear
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@ 10.1 Mining Sequence Patterns

Just ™

A Mining sequence patterns, vocabulary
i Letl={l ;, Lbh 1§ be the set of all items

I An itemset Is a nonempty set of items fromn

I A sequence Sis an ordered list of events

ADenoted<e,e,e,8 &, where evente, occurs beforee,
etc.

I An event IS anitemset that is, an unordered list of
items

AE.g.,(1,1,15), where I, L, LN )
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@ 10.1 Mining Sequence Patterns

I E.g.,a customer bought items at a store.This Is
an event ¢ Now If later he buys anothetemset
(ade, representing a second eveny, e obtain a
shopping sequence s

Ae,=(abd), e,=( ade)
As=<e ,e,>=<( abd(ade)>

I The number of instances of items Iin a sequence IS

called thelength of the sequence
ALength of s is 6

i A sequence with lengthis called d-sequence
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@ 10.1 Mining Sequence Patterns

I Subsequence & supersequence

AA sequencq =<a ,a,8 A> is called subsequence of
another sequencpe=<b ,b,8 b > denoted]; Jris called
supersequence of )
if there exist integerp &, 8 j, | such that

a, P JlAagP ,62h qRb, A
AE.g.if |=<( ab)d> and [ =<( abc)(de)>then | S
I Sequence database
AA sequence database S is a seiuples<SID, s>

AE.g., contains the sequences for all customers of the store
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@ 10.1 Mining Sequence Patterns

I Support of a sequence In a sequence database

AThe support of| in S is the number dlplesin S,
containing

Asupq])=|{<SID,s>|(<SID,s> X3 |~ sj}|
I Frequent sequence

A is a frequent sequencesitipy/ min_sup where
min_supis theminimum support threshold

I A frequent sequence Is calledaguence pattern
AA sequence pattern of lenglhis called ad-pattern
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@ 10.1 Mining Sequence Patterns

EREETT,
A Sequence patterns, example <a(abd )
I Given 2 <(ad)cho)(ae)>
Al={a, b, c, d, e, f, gimin_sup=2 S| SEEie)as

and the sequence table 4 <eg(af)cbc

I Length of<a(abc)(ac)d( cf)> i1s9 and although there
a r eA #8msan the first 3 events from record, it
contributes to thesup(a) with just 1
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@ 10.1 Mining Sequence Patterns

A Sequence patterns, example

I <a(bc)df> Is a subsequence of the first record
A<a(bo)df> $ <a(abc)(ac)d(cf)>

g . 1 <a@bog(ac)dch)>
| Sup(<( ab)C>) =2 2 <(ad)cbc)(ae)>
A<(ab)c> S <a(abc)(ac)d(ct)> and 3 <(ef(ab)dfich>
<(ab)c> s <(ef)(ab)(df)cb> 4 <egafichc
I If min_sup=50%<( ab)c> Is asequential pattern

or a 3-pattern ( has lengtlof 3)
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@ 10.1 Mining Sequence Patterns

A Challenges of sequence pattern mining

I A huge number of possible sequential patterns are
hidden in databases

I A mining algorithm should

AFind thecomplete set of patterns , when possible,
satisfying the minimum support threshold

ABehighly efficient , scalable, involving only a small numbe
of database scans

ABe able to incorporate various kinds of ussgecific
constraints
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A Algorithms

I Apriori-based method it
AGeneralized Sequential Patter'§ u,,,

I Patterngrowth methods
AFreeSpai PrefixSpan

I Vertical formatbased mining

ASequential Pattern Discovery using Equivalent classes
(SPADE)

I Mining closed sequential patterns
ACloSpan
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@ 10.1 Mining Sequence Patterns

A Generalized Sequential Patterns (GSP)

I Based on thépriori property of sequential patterns

Alf a sequencsis not frequent themone of the super
sequences afis frequent

AE.g., lemin_sup2; if <hb> is infrequent then kal> and

<(ah)b> are also infrequent!

1 <(bd)cb(ac)>
<hb> is a subset of only record\ 2 <(bf)ce)b(fg)>

3 <(ah)(bfabf>

4 <(be)e)d>

5 <apd)bch(ade)>
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(@) 10.1 GSP

| . XY
A GSP algorithm, 2 step description '
I Initial step ¢
AEvery item in the sequence database is a candida¥ of
lengthl

I Generalization

AScan database to collect support count for e&dength,
candidate sequence, and establishkkmatterns

AGenerate candidate sequences of lendthl() from
K-patterns using thépriori property

ARepeat this generalization step until no more candidates
be found e.g., there are no more k length frequent
sequences
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(@) 10.1 GSP

_ o <(bd)cb(ac)>
| Initial step 2 <(bHEblig)>
AAIl singleton sequences afa>, <b>, 3 <(ah)(bfabb
<c>, <d>, <e>, <f>, <g>, <h> 4 <(be)ce)d>
I General step,k 4 5  <afpd)bch(ade)>

AScan database once, count support for candidates
A<g> and<h> are not1-patterns since

sup(<g>) =1 < min_sup=2 :Z‘: z
sup(<h>) =1 < min_sup= 2 e .
A Conform with theApriori property, since <d> 3
<g> and <h> are not1-patterns, they <e> 3
candt P-pattenns,sorthgy canbe —
left out! —
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() 10.1 GSP

I General step,k 4, C

AFirst generate 2 event candidates

I 6*6 =36
candidates

enerate length 2 candidates

<a> <b> <c> <d> <e> <f>
<a> <aa> <ab> <ac> <ad> <ae> <af>
<b> <ba> <bb> <bc> <bd> <be> <bf>
<c> <ca> <ch> <cc> <cd> <ce> <cf>
<d> <da> <db> <dc> <dd> <de> <df>
<e> <ea> <ebh> <ec> <ed> <ee> <ef>
<f> <fa> <fb> <fc> <fd> <fe> <ff>

AThen generate 1 event candidates, each with 2 items

I 6*5/2 =15
candidates

<a> <b> <c> <d> <e> <f>
<a> <(ab)> <(ac)> <(ad)> <(ae)> <(af)>
<b> <(bc)> <(bd)> <(be)> <(bf)>
<c> <(cd)> <(ce)> <(cf)>
<d> <(de)> <(df)>
<e> <(ef)>
<f>

DW & DM¢ Wolf-TiloBalkeg Institut fr Informationssysteme TUBraunschweig
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(@) 10.1 GSP

I k=2,we havébl 2-length candidates
A After the second table scan we remain witB 2-patterns
AThen we generate candidat ¢

A<(bd)cba> is a 5pattern, meaning that eventbd), c, b and a
were frequent in the table, in this order

5% scan: 1cand 15-pattern <(bd)cba> Cand cannot pass
M. threshold
4™ scan: &and 64-patterns <abbéa> <(bd)bcH Cand not in DB at all

3d scan: 47%cand 193-patterns, <abb> <aab> <aba>

20cand not in DB at all
2nd scan: 5Icand 192-patterns W N , ¢
10cand not in DB at all <aa>| <ab£ <Hf>;;;<ba5 E iy © H:FO b « EXf 7 =5 y

1stscan: &and 6 1-patterns
<a> <b> <c> <d> <e> <> <h>
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(@) 10.1 GSP

A Drawbacks of GSP

I A huge set of candidate sequences generated
A Especially-2em candidate sequence

I Multiple scans of database needed

AThe length of each candidate grows by one at each datak
scan

I Inefficient for mining long sequential patterns
ALong patterns grow from short patterns

AThe number of short patterns is exponential in the length
mined patterns
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10.1 Mining Sequence Patterns

A Sequence patterns mining
I Are ordered events
I No concrete notion of time

A Combining sequences of events
with repeated measurements
of time (at equal time Iintervals)
we obtaintime -series data

DW & DM¢ Wolf-TiloBalkeg Institut fr Informationssysteme TUBraunschweig
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@ 10.2 Time -Series Data

A Time -series databases

I Time series reveakemporal behavior of the
underlying mechanism that produced the data

I Consists of sequences of values or evarttanging
with time

| Data Is recorded ategular intervals
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@ 10.2 Time -Series Data

1929 - 33 DJIA vs. 2000 - 01 Nasdaq
Percent Decline Chart
A Applications -
<20%
I Financial § o
. - {5«.&.& Crash
AStock market, sales forecastinig |
i nfl atl O n - http:iiwww. StockMarket Timing.com
T Indu Stry - ® ™ Weeks From Highest Value

APower consumption, workload projections, process and
guality control

I Meteorological

AObservation of natural phenomena such as precipitation,
temperature, wind, earthquakes
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@ 10.2 Time -Series Data

A Goals of time-series data analysis
I Modeling time-series

AGet insight into the mechanisms or underlying forces that
generate the time series

I Forecasting time-series
APredict the future values

\\I B
of the time-series variablejssols R },L;
A Methods " . . A
I Trend analysis = T

7

I Similarity search '
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(@) 10.2 Trend Analysis

A Trend analysis

I Application ofstatistical techniques e.g.,regression

analysis, to make and justify statements about trend
In the data

I Construct amodel , independent of anything known
about the physics of the process, to explain the
behavior of the measurement

AE.g., increasing or decreasing trend, that can be statistica
distinguished from random behavior: take daily average
temperatures at a given location, from winter to summer
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() 10.2 Trend Analysis

A Regression analysis (RA)

I Popular tool for modeling time series, finding trends
and outliers in data sets

I Analysis of numerical data consisting of values of a
dependent variable (also called a response variabl
and of one or moreindependent variables

AThe dependent variable in the regression equation is

modeled as a function of the independent variables,
corresponding parameters (
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(D) 10.2 Regression Analysis

A RA, example: determine appropridevels of
advertising for a particular market segment

I Consider the problem of managing sales of beer at
large college campuses

ASales over one semester might be influenced by ads in th
college paper, ads on the campus radio station, sponsorsl
of sportsrelated events, sponsorship of contests, etc.

AUse data on advertising and promotional 4
expenditures at many different campusef7
to extract the marginal value of dollars
spent in each category
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(@) 10.2 Regression Analysis

I Set up a model of the following type:
Asales = p+ b,(print budget) + b(radio budget) + K(sports
promo budget) + R(other promo) + error
I This model is calletinear regression analysis
AY = b+ b X +b, X+ € 4 X,
AY = predicted score
Ab, = intercept/origin of regression line

Ab. = regression coefficient representing unit of change in
dependent variable with the increase in 1 unit on X variak
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(@) 10.2 Regression Analysis

I Correlation (noted R)

ARefers to the interdependence or eelationship of
variables

AReflects the closeness of the linear relationship between
andyY

ALies betweenl and 1 with

||||||||||

=.75 =5
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10.2 Regression Analysis

A Regression trend channels (RTC)

I Very useful in defining and contalnlng the trend of tf
market

I When the prices ﬂ
break a well i
established trend
channel, the market
usually changes
trend

A Upper & Lowertrendline? ...

Trendline
Channel
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(@) 10.2 Regression Analysis

A What is RTC?

I The mathematicatandard deviation of the linear
regression

I Basically it is made up of three parallel lines

AThe center line is the linear regression line

AThis center line is bracketed by two additional lines that
represent the +/ standard deviation of the linear regressio
data
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10.2 Regression Analysis

A The linear regression model is the most simple
model, but there are others

I Nonlinear regression (the model function is not
linear in the parametersBayesian methods, etc.

ARegression analysis c
movements that occur in reatorld applications

I The solution is todecompose time-series intobasic
movements

A Basic movements?
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(@) 10.2 Trend Analysis

A Characteristidime -series movements
(components)
I Trend (T)
A Reflects the long term progression of the series

I Seasonal (S)

A Seasonal fluctuations i.e., almost identical patterns that a time
series appears to follow during corresponding months of
successive years

I Cycle (C)

A Describes regular fluctuations caused by the economic cycle e
business cycles

I lrregular (1)
A Describes random, irregular influences
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10.2 Trend Analysis

A Time-seriesdecomposition

I Additive Modal
ATimeseries=T+C + S + |

I Multiplicative Modal
ATimeseries=TA CA SA |
A To perform decomposition we must identify eac
of the 4 movements In the timseries
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(@) 10.2 Trend Analysis

A Trend analysis (T) , methods

I Thefreehand method
AFit the curve by looking at the graph
ACostly and barely reliable for larggcaled data mining

I Theleast-square method

AFind the curve minimizing the sum of the squares of the
deviation of points on the curve from the corresponding
data points

I Themoving -average method
AEliminates cyclic, seasonal and irregular patterns
ALoss of end data
A Sensitive to outliers
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(@) 10.2 Trend Analysis

I Moving average (MA) of order n
YLttty Y2 Y3+ bl Y3 FYI e F U2

T T T
AE.g.,
Original
> 7+2)/ K
7 (3+ + )3\ 9 A
8
2 (7+2+0)/3 . : //
0 \ 3 g / \ \ =—¢— Original Data
4 2 4 - / \ —=-MA(3)
X 3 \
5 3 2 \ L
) /
2 6 ol N
7 7 1 2 3 4 5 6 7 8 9
2 6
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() 10.2 Moving Average

I Influence of extreme values can be reduced with
weighted moving average (WMA)

AWMA is MA with weights e.g.,WMA(3) with (1,4,1) as
weights

Original

(3*1+7*4+2*1)/(1+4+1)
\mse
(7*1+2*7+O*1)/(1+4+1)\

2.5

3

4
2
0
4
)
9
7
2

=
o

=¢— Original Data
=—MA(3)
== WMA(3)

X 1
3.5
5.5
8
6.5
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() 10.2 Moving Average

I Other forms of MA

ACumulative moving average (CA), also called long
running average

oX Wt s i
1
. _CA
O-At' _ A Tit1 ':.
+1 O t+ E+]_

AExponential weighted moving average (EWMA),
applies weighting factors which decrease exponentially

I Gives much more importance to recent observations while still nc
discarding older observations entirely
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(@) 10.2 Trend Analysis

A Estimationof seasonal variations (S)

I Seasonal index

A Set of numbers showing the relative values of a variable
during the months of the year

AE.qg., if the sales during October, November, and Decembe
are 80%, 120%, and 140% of the average monthly sales f
the whole year, respectively, then 80, 120, and 140 are
seasonal index numbers for these months

I Deseasonalizedata
AData adjusted for seasonal variations

AE.g. divide or subtract the original monthly data by the
seasonal index numbers for the corresponding months
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10.2 Trend Analysis

A Estimationof seasonal variations (S)

80
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-
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Monthly Sales of Tyres
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= Sales Data

— Deseasonalized Data
— Linear Regression Funcgtio
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DW & DM¢ Wolf-TiloBalkeg Institut fr Informationssysteme TUBraunschweig

50

60

160
140
120
100
80
60
40
20

Seasonal Index

5

6 7
Month

8

9

10

11

12

39




10.2 Trend Analysis

A Estimation otyclic variations (C)

I If (approximate) periodicity of cycles occurs, cyclic inde>
can be constructed in much the same manner as seaso
Indexes

A Estimation ofrregular variations (1)
I By adjusting the data for trend, seasonal and cyclic
variations

A With the systematic analysis of the trend, cyclic,
seasonal, and irregular components, it is possible t
makelong- or short -term predictions (time-
series forecasting) with reasonable quality
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() 10.2 Trend Analysis

A Time-seriesforecasting

I Finds a mathematical formula that will approximatel
generate the historical patterns

I Forecasting models: most populaunto -regressive
iIntegrated moving average (ARIMA)

AARIMA can be applied in cases where data show evidenc
of non-stationarity
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@ 10.2 Trend Analysis

A Applications of trend analysis: large
corporations selling their products world/ide

I Products are sold in different countries with different
currency

I Currency has to be exchanged back and forth

AThe cost of the currency exchange has to be kept under
control!

ATiming is everything in foreign exchange

DW & DM¢ Wolf-TiloBalkeg Institut fr Informationssysteme TUBraunschweig 42



